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Binary asteroids make up roughly 16% of the near Earth and Main Belt asteroid populations,

while an estimated 50% of Kuiper Belt objects are believed to be binary or multi-body systems.

Their abundance and unique dynamics have gained the interest of planetary scientists and mission

planners alike as potential targets for future study and exploration. Several missions to binaries

have already been announced, such as the DART and Hera missions to Didymos, the Lucy mission

flyby of Jupiter Trojan 617 Patroclus, and the Janus mission flybys of 1996 FG3 and 1991 VH. The

success of these missions and others will require a thorough understanding of binary dynamics, their

formation processes, and robust navigation techniques. This thesis attempts to expand the toolsets

available for the study and exploration of binary systems by implementing high fidelity dynamics

models, exploring their dynamical structure, formation processes, mass parameter observability, and

navigation approaches. We begin by developing an arbitrary shape and order implementation of

the coupled attitude and orbit dynamics of binary asteroids, otherwise known as the Full Two-Body

Problem (F2BP). Dynamical systems theory techniques are then applied to identify the equilibria

of the F2BP and their associated dynamical structure. We apply these dynamical tools first to

binary asteroid formation and evolution; where we study the statistical fate of a representative

set of low and high mass ratio binary asteroids as they evolve from their initial fission. Next

the sensitivity of the stable doubly synchronous equilibrium to the binary mass parameters is

investigated to understand the remote observability of mass parameters from measurements of the

binary dynamics alone. Finally, a consider covariance analysis is developed for an in-situ spacecraft

estimating the masses, inertias, and higher order parameters of a target binary.

Throughout the thesis we identify many new behaviors of these complex dynamical systems

and propose new techniques for their study. We first identify and map the manifolds about the
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stable doubly synchronous equilibrium and characterize the breakdown of the unstable doubly

synchronous equilibrium as barrier to recollision and successful binary fission. In the area of binary

formation and evolution we note the importance of nonplanar dynamics in the fate of ejected

secondary asteroids and the fission of captured secondaries. We prove the mathematical feasibility

of remote mass parameter estimation, while identifying technical challenges that may limit its

implementation. Expanding this analysis to an in-situ spacecraft, we are able to characterize the

sensitivity of the dynamics to estimated mass parameters; identifying trends and characteristics in

their relative importance and effect.
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Chapter 1

Introduction

In 1993 the Galileo spacecraft discovered the first binary asteroid system during its flyby of

asteroid Ida. A small satellite body, Dactyl, was identified in spacecraft images and determined to

be an asteroid satellite[8]. In the interim a number of binary asteroids have been identified, including

48 Trans-Neptunian binaries and approximately 16% of near-Earth asteroids (NEAs)[9][10][11]. It

is now believed that most small body populations contain a significant number of binary asteroid

systems as well as more complex multi-body systems[12]. Despite these discoveries, the Ida and

Dactyl system remains the only binary asteroid visited by a spacecraft. Binary asteroids largely

fall into two categories, the doubly synchronous configuration, which generally consists of two

similarly sized bodies both tidally locked to each other, and the singly synchronous systems in

which a smaller secondary asteroid is tidally locked to the primary, while the primary spins freely.

Due to their prevalence, questions about their formation, and potential insight they may provide

into solar system formation, the scientific community has voiced a growing interest in exploring

binary asteroid systems [13][10]. As a result of this interest a growing number of missions have

begun targeting binaries, requiring the engineering community to understand how to safely and

effectively interact with these unique systems. Flyby missions like NASA’s Lucy or Janus missions

will need the tools to remotely observe and measure these systems, while impactor and orbiter

missions like NASA’s DART mission or ESA’s Hera mission will need to orbit, navigate, and

estimate parameters of these systems[14][15][16]. In preparation for these missions, the dynamical

environment around binary asteroids, as well as, remote and in-situ estimation of binaries will need
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to be well understood. In this thesis we seek to understand fundamental questions of the dynamics,

formation and estimation of binary asteroid systems. This leads to the thesis of this work:

Thesis Statement: High fidelity modeling and estimation of binary asteroid systems will enable

a better understanding of their formation and evolution, more robust mission planning to, and

safer navigation about these systems; providing the tools necessary to produce valuable science

when exploring these systems.

1.1 The Full Two-Body Problem

The study of F2BP dynamics have their roots in the study of the Earth-Moon system be-

ginning with Cassini’s laws, and later the attitude of Earth-orbiting spacecraft, both of which

experience the translational and rotational coupling characteristic of the F2BP[17][18][19]. While

binary asteroids had been theorized in the intervening years, only after the Ida-Dactyl encounter

was the standard form of the F2BP, as it applies to binary asteroids, developed by Maciejewski.

In this formulation, both bodies are treated as two rigid, arbitrarily shaped mass distributions

whose complex mutual gravity potential results in coupled orbit and attitude of their relative dy-

namics [20] . Maciejewski’s dynamical model was unfortunately limited by the lack of an effective

mutual gravity potential representation. This led to the development of a variety of high-fidelity

mutual gravity potential formulations; chief among them the packed spheres method, the polyhe-

dral expansion method and the inertia integral method. The packed spheres method represents the

mass distributions of the two bodies as a collection of spherical masses, enabling the potential to

be exactly modeled as that of the more standard N-body problem, while sacrificing the accuracy

with which the mass distributions can be efficiently represented [21][22]. The polyhedral expansion

method, proposed by Werner and Scheeres and developed further by Fahnestock and Scheeres,

instead discretizes the bodies as polyhedra and expands the mutual gravity between each pairwise

set of tetrahedra. In this way, the model is able to very accurately capture the mass distributions,

but the attitude and mass distribution remain coupled, such that the mass distribution must be
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re-evaluated for each evaluation of the mutual gravity potential [23][24]. In the inertia integral

method, the mass distributions are modeled as inertia integrals up to some truncation order, which

allows them to be initialized from any shape or discretization approach. The benefit of which is

that the mass distribution can be accurately represented and decoupled from the attitude, pro-

viding increased computational efficiency. The development of the inertia integral method was

independently begun by Tricarico, Ashenberg, and Boue and Laskar; while Ashenberg and Boue

and Laskar both developed the inertia integral method as truncated expansions, Tricarico was able

to develop a complex, but general formulation of the mutual gravity potential to arbitrary order

[25][26][27]. In 2016, Hou et al. reformulated the inertia integral method using a recursive binomial

expansion in such a way that the evaluation of the mutual gravity potential is orders of magnitude

faster than previous mutual gravity potential formulations, while providing numerically identical

accuracy to the polyhedral expansion method [28]. Building upon this model we have developed

the General Use Binary Asteroid Simulator (GUBAS) as an open-source simulation tool for binary

asteroids; it has been adopted by the DART and Hera mission teams[29].

1.2 Formation and Evolution

Binary asteroids are widely believed to be produced by Yarkovsky-O’Keefe-Radzievskii-

Paddack (YORP) effect driven rotational fission of rubble pile asteroids[13][30]. A number of

past studies have supported the plausibility of the YORP effect as the driving evolutionary process

which led the asteroid population to its current dynamical richness. In general the proposed evolu-

tionary pathway begins with YORP driven spinup of a rubble pile asteroid. Eventually, the asteroid

spin rate exceeds some critical value, leading to mass-shedding or outright fission[13][31][32]. After

fission the expelled mass coalesces into a secondary asteroid which either settles into a stable orbit

about the primary asteroid, re-collides with the parent body, or escapes from the system and forms

an asteroid pair.

This pathway was initially proposed as an explanation for observations of a wide range

of asteroids by Pravec et al. who show an upper spin limit of about 2.2 hours throughout the
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observed population [33][34]. In response theorists began to explore YORP spinup induced fission.

Work by Scheeres explored YORP spinup as a driver for contact binary fission, while Walsh et al.

studied YORP-driven rubble pile mass shedding as a formation process for binary asteroids [31][13].

Scheeres focused on contact binary fission, assuming the asteroid was initially two distinct bodies

resting on one another. On the other hand Walsh et al. treated the asteroids as a collection of small

spherical masses which would be shed from a single asteroid and then coalesce into the secondary

asteroid. Both of these works showed the potential of YORP spin up to explain both the observed

spin barrier of NEA’s, as well as the dynamical complexity of observed NEA systems. However, the

binary systems formed by both theories showed significant energetic excitement compared with the

energetically relaxed binaries commonly observed amongst NEA’s. This required a powerful source

of energy dissipation to match these predictions to the observed population. Work by Jacobson

and Scheeres (JS2011) explored the potential sources of this energy dissipation. They modeled

the post-fission dynamics for the contact binary case with a simplified gravity model, the effects

of solar gravity, tidal torques, and the cohesive strength of the secondary asteroid. Their work

identified secondary fission, or structural failure of the secondary, driven by mutual momentum

transfer between the asteroids as a powerful source of energy dissipation for low mass ratio systems

(/ 0.2). For larger mass ratio systems the study suggested a slower relaxation into the doubly

synchronous equilibrium, eventually evolving into a contact binary or asteroid pair. With these

two processes their work was able to describe a complete evolutionary map for NEA binaries,

asteroid pairs, and other NEA systems [30]. However, their analysis ignored both nonplanar effects

and higher order gravity terms. Later work by Boldrin et al. did begin to investigate the effects of

nonplanar dynamics, but limited their investigation to the formation of contact binaries[35].

Since the JS2011 analysis, the computational efficiency of binary asteroid dynamics models

has improved significantly. Within this thesis we apply more rigorous dynamics models to past

studies in order to understand how their conclusions may be affected. Of particular interest for

our analysis are the expected formation rates and conditions for the most common multi-body

asteroid system categories. The categories of interest here are asteroid pairs, contact binaries, low
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mass ratio binaries, and high mass ratio binaries. In this nomenclature asteroid pairs are defined

as a collection of two or more bodies which can be shown to have similar orbit elements and to

have had small relative velocities and separations in the past. It has been suggested that asteroid

pairs form after the fission of a parent body similar to observations of P/2013 R3 [36]. Contact

binaries are defined as bi-lobed asteroids which appear to be two distinct bodies resting on one

another. Examples are Itokawa and 1996 HW1[37][3]. The binary asteroid population of the NEAs

are commonly separated into low mass ratio and high mass ratio binaries. Low mass ratio binaries

are defined to have a mass ratio below 0.2, but tend towards a mass ratio of 0.05 with a top-shaped

primary, similar to Moshup (1999 KW4) and 65803 Didymos[1][38]. The majority of low mass

ratio binaries also exhibit a singly synchronous arrangement where the smaller secondary is tidally

locked and the primary has a nearly constant spin rate. High mass ratio binaries on the other hand

tend towards bodies of similar size, such as 1994 CJ1 and 2017 YE5[39][40]. The dynamics of these

systems tend instead toward the doubly synchronous equilibrium where bother bodies are tidally

locked. In addition to these multi-body asteroid categories, we are also interested in the source

of the equatorial craters seen on 2000 DP107 and 2008 EV5 and the potential for these to be the

result of a fission event[41]. While both JS2011 as well as Walsh et al 2008. provided constraints

to the formation of these various objects, the aim of this work is to further constrain and explore

the feasibility of these formation processes.

1.3 Remote Estimation

As observers and spacecraft begin to study binary systems in more detail from afar, it is

important to understand how the mass parameters may influence the observed dynamics and affect

assumptions made about the system behavior. We analyze these effects by applying estimation

techniques based on observational measurements of translational and rotational coupling to con-

strain the asteroid mass parameters. Such an approach, while unprecedented for binary asteroids,

has been leveraged during missions to small bodies and asteroid flybys of the Earth. Most notably,

Takahashi and Scheeres used observations of the spin state of 4179 Toutatis during several Earth
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flybys to estimate its moments of inertia[42]. At Vesta the Dawn mission was able to use the space-

craft’s orbital behavior to place constraints on the interior structure and mass distribution of Vesta

and similar papers have used the same approach for the OSIRIS-Rex mission to Bennu[43][44].

Similarly, the ejecta observed by OSIRIS-REx at Bennu has been tracked by the spacecraft to inde-

pendently measure the gravity field at Bennu[45][46]. Development of these capabilities for binaries

would enable more reliable measurements and more robust mission planning for upcoming missions

to binary asteroids. To understand the sensitivity of the binary systems to mass parameters we

study the estimation of each mass parameter. To maintain simplicity of the investigation the sim-

ulated binary system is assumed to be in, or oscillating near, a doubly synchronous equilibrium,

meaning both bodies are near tidally locked in a relaxed orbit about their mutual center of mass.

We also assume knowledge of the center of mass and principal axes of the target bodies so as to bet-

ter study the direct effects of the mass parameters themselves on the observable dynamics. Thus,

we provide ideal limits on the estimation of the mass parameters based purely on observations of

a binary system’s mutual motion.

1.4 In-Situ Estimation

Traditionally, in-situ spacecraft motion in binary asteroid systems is modeled as the restricted

full three body problem (RF3BP). The RF3BP treats the spacecraft as a massless particle under the

gravitational influence of two asteroids, treated as arbitrary mass distributions. This builds on the

more traditional circular restricted three body problem (CR3BP) by eliminating the assumption

that the two larger bodies are point masses behaving under Keplerian dynamics. The dynamics of

the two asteroids must instead be modeled with the F2BP. Because of the computational burden of

the mutual gravity potential in the F2BP, past RF3BP studies have simplified the binary system

geometry to allow for more general analysis. Work by Scheeres and Bellerose simplified the RF3BP

to a planar ellipsoid-sphere system and was able to identify zero-velocity to curves of the system in

order to characterize the motion of a massless spacecraft [47]. Using a similar model, Dell’Elce et al.

were able to characterize the stability of trajectories about asymmetric binary systems. Specifically,
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they identifying terminator orbits beyond the secondary and retrograde orbits between the primary

and secondary as the only long term stable orbits in the system [48]. Work by Chappaz and Howell

expanded on this analysis by implementing a two ellipsoid binary model to explore bounded periodic

motion of spacecraft in binary systems [49]. Recently work by Feng and Hou was able to generalize

CR3BP libration point orbits into a second-order two ellipsoid system [50]. In this analysis we build

on our remote estimation analysis to develop consider covariance analysis tools for the RF3BP.

1.5 Contributions

The following journal, conference, and software contributions resulted from the work pre-

sented in this thesis.

1.5.1 Journal Papers

• A.B. Davis, D.J. Scheeres, “A Covariance Study for Gravity Estimation of Binary Aster-

oids,” Journal of Guidance, Control, and Dynamics [In Prep.]

• A.B. Davis, D.J. Scheeres, “High Fidelity Modeling of Rotationally Fissioned Asteroids,”

The Planetary Science Journal [In Revisions]

• A.B. Davis, D.J. Scheeres, “Doubly Synchronous Binary Asteroid Mass Parameter Observ-

ability,” Icarus, Vol. 341 (2020), https://doi.org/10.1016/j.icarus.2019.113439

• D.J. Scheeres, A.S. French, ... A.B. Davis, ... D.S. Lauretta, “Heterogenous mass distribu-

tion of the rubble-pile asteroid (101955) Bennu”, Science [Submitted]

• S.R. Chesley, A.S. French, A.B. Davis, ... D.S. Lauretta, “Trajectory estimation for parti-

cles observed in the vicinity of (101955) Bennu” JGR: Planets [Submitted]

• D. S. Lauretta, C.W. Hergenrother, S.R. Chesley, ... A.B. Davis ... C.A. Bennet, “Episodes

of particle ejection from the surface of the active asteroid (101955) Bennu” Science 2019
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• H.F. Agrusa, D.C. Richardson, A.B. Davis, et al., “A Simulation Benchmarking and Sen-

sitivity Study of the Full Two-Body Gravitational Dynamics of the DART Mission Tar-

get,Binary Asteroid 65803 Didymos”, Icarus [Accepted]

• M. Hirabayashi, S.R. Schwartz, Y. Yu, A.B. Davis, ... A. F. Cheng, “Assessing possible

mutual orbit period change by shape deformation of Didymos after a kinetic impact in the

NASA-led Double Asteroid Redirection Test,” ASR 2019

• M. Hirabayashi, A.B. Davis ..., S.P. Naidu, “Constraints on the perturbed mutual motion

in Didymos due to impact-induced deformation of its primary after the DART impact,”

MNRAS 2017

• C. M. Elder, A. M. Bramson, L. W. Blum, ... A. B. Davis, . . . K. L. Mitchell, “OCEANUS:

A high science return Uranus orbiter with a low-cost instrument suite,” Acta Astronautica

2018

1.5.2 Conference Papers, Talks, and Posters

• A.B. Davis, D.J. Scheeres. “High-Fidelity Dynamics of Post-Fission Asteroid Evolution,”

talk accepted at 51st Lunar and Planetary Science Conference, The Woodlands, Texas,

Cancelled 2020

• A.B. Davis, D.J. Scheeres. “A Covariance Study for Gravity Estimation of Binary Aster-

oids,” talk and paper presented at 2020 AAS Guidance, Navigation and Control Conference,

Breckenridge, Colorado, February 2020

• A.B. Davis, D.J. Scheeres. “Sensitivity of Trajectories to Mass Parameters in the Restricted

Full ThreeBody Problem,” talk and paper presented at 27th AAS/AIAA Astrodynamics

Specialist Meeting, Portland, Maine, August 2019

• A.B. Davis, D.J. Scheeres. “High-Fidelity Testing of Binary Asteroid Formation with

Applications to 1999 KW4,” talk presented at 50th AAS/Division of Dynamical Astronomy
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Meeting, Boulder, Colorado, June 2019

• A.B. Davis, D.J. Scheeres. “Applications of Inertia Integrals to Dynamical Modelling of

the Double Asteroid Redirection Test (DART) target (65803) Didymos,” eLightning pre-

sentation at AGU Fall Meeting, Washington D.C., December 2018

• A.B. Davis, D.J. Scheeres. “Dynamical Applications of the Full Two-Body Problem,”

poster presentation at 50th AAS/Division of Planetary Sciences Meeting, Knoxville, Ten-

nessee, October 2018

• A.B. Davis, D.J. Scheeres. “Full two-body problem mass parameter observability explored

through doubly synchronous systems,” talk presented at 49th AAS/Division of Dynamical

Astronomy Meeting, San Jose, California, April 2018

• A.B. Davis, D.J. Scheeres. “Mass Parameter Estimation of Doubly Synchronous Binary

Asteroid Systems Through Visual Observation,” poster presented at 49th Lunar and Plan-

etary Science Conference, The Woodlands, Texas, March 2018

• M., Hirabayashi, A.B. Davis, et al. “NASA’s DART Mission to Didymos: The Effect

of Shape Deformation of the Primary and Ellipticity of the Secondary on Post-Impact

Orbital Period,” poster presented at 49th Lunar and Planetary Science Conference, The

Woodlands, Texas, March 2018

• A.B. Davis, D.J. Scheeres. “Estimating Mass Parameters of Doubly Synchronous Binary

Asteroids,” talk presented at 49th AAS/Division of Planetary Sciences Meeting, Provo,

Utah, October 2017

• M., Hirabayashi, S.A. Jacobson, A.B. Davis. “Binary asteroid orbit evolution due to pri-

mary shape deformation,” poster presented at 49th AAS/Division of Planetary Sciences

Meeting, Provo, Utah, October 2017
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• A.B. Davis, D.J. Scheeres. “High Fidelity Modeling of Mass Distribution Perturbations of

the Didymos System,” AIDA 3rd International Workshop, Laurel, Maryland, June 2017

• A.B. Davis, D.J. Scheeres. “Constraining Binary Asteroid Mass Distributions Based On

Mutual Motion,” talk presented at 48th AAS/Division of Dynamical Astronomy Meeting,

London, UK, June 2017

• A.B. Davis, D.J. Scheeres. “Binary Asteroid Orbit Sensitivity to Gravity Field Coefficients:

Applications to the AIDA Mission Target 65803 Didymos,” poster presented at 48th Lunar

and Planetary Science Conference, The Woodlands, Texas, March 2017

• A.B. Davis, D.J. Scheeres. “Dynamics and Modeling of a Binary Asteroid System with

Applications to 65803 Didymos,” talk and paper presented at 27th AAS/AIAA Space

Flight Mechanics Meeting, San Antonio, Texas, February 2017

1.5.3 Software

• A.B. Davis. “General Use Binary Asteroid Simulator,” August 2019, https://github.com/alex-

b-davis/gubas

1.6 Thesis Organization

This thesis begins by reviewing the development of the inertia integral implementation of

the F2BP and benchmarking between different F2BP models. The discussion defines the mutual

gravity potential and introduces the inertia integrals. Building on the mutual gravity potential, the

associated gravity accelerations and torques are developed for use in the equations of motion. From

here, the equations of motion for all 9 degrees of freedom are developed to appropriately capture the

dynamical coupling present in binary systems. Finally, we detail a verification and benchmarking

campaign from the DART mission which tests the numerical accuracy and computational efficiency

of various F2BP implementations.

https://github.com/alex-b-davis/gubas
https://github.com/alex-b-davis/gubas
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Chapter 3 further studies the dynamics of the F2BP by identifying the equilibria in the

system and studying the dynamic structure in their vicinity. The conditions for the equilibria are

first developed for arbitrary F2BP systems and then split into the outer stable equilibrium and inner

unstable equilibrium. While the outer equilibrium can be found in nature and is an important end

state for binary evolution, the inner equilibrium acts as a barrier to fission during binary asteroid

formation at the second order. In trying to understand the behavior of binaries at or near the

outer equilibrium we identify the dynamical manifolds of the system. They are first developed

for the planar implementation of the F2BP and then expanded to the nonplanar problem. This

analysis is later used to study the remote estimation of binary mass parameters. We then study

the structure about the inner unstable equilibrium. While past analysis of the planar and second

order F2BP identified this equilibrium as a barrier between recollision and successful fission, we

find that this structure breaks down once the dynamics are expanded to a fourth order, nonplanar

implementation.

In Chapter 4 we build on the breakdown of the inner equilibrium as a barrier to recollision

to study its broader impacts on binary formation and evolution. This study largely follows the

analysis in Jacobson and Scheeres 2011 which used planar second order dynamics, whereas we

apply nonplanar fourth order dynamics to understand the impact of the change in the dynamical

structure under these improved dynamics. We perform a set of Monte Carlo simulations following

three representative binaries from the moment of fission for a year of integrated time. The binaries

studied are Moshup (1999 KW4), a low mass ratio binary, 1996 HW1, a high mass ratio and

contact binary, and 2000 DP107, a low mass ratio binary with an equatorial crater. The statistical

breakdown and details of the binary fates for all three systems are analyzed and contrasted with

the Jacobson and Scheeres results amongst others. While most results show good agreement with

past analysis, we identify the new possibility of recollision as well as identifying differing effects of

secondary fission models. In addition our study of DP107 identifies the challenges of forming an

equatorial crater from binary fission as theorized by Tardivel et al.[41].

To understand the remote estimation of binary mass parameters, Chapter 5 builds on the
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dynamical structure of the outer equilibrium to understand its sensitivity to the mass parameters.

The chapter begins by returning to the planar problem and performing a sensitivity analysis of

the fundamental frequencies to various mass parameters in the system. Then a more rigorous

analytical approach is used to derive the partials of these frequencies to the mass parameters.

These partials are used to develop a gradient descent method of estimating binary mass parameters

from measurements of the fundamental frequencies. While this approach is under-constrained for

the planar problem, it can be expanded to the nonplanar problem where it is well conditioned.

The approach is applied to 617 Patroclus as an example study and then to a more broad scaling

of ellipsoidal shapes. Due to singularities for this approach with spherical binaries, we develop

a modified approach for near-spherical systems and apply it to the Pluto-Charon system. While

these studies show implementation difficulties for each estimation approach, it does prove the

mathematical feasibility of such an approach.

Finally, Chapter 6 develops an implementation of the RF3BP and consider covariance analysis

to understand the sensitivity of an in-situ spacecraft to binary asteroid mass parameters. The

RF3BP implementation expands on the inertia integral F2BP by adding a point mass spacecraft.

The partial matrices for the spacecraft dynamics and sensitivity to the binary mass parameters

are then derived for use in a consider covariance analysis. The consider covariance analysis uses a

standard CKF and simplified DSN and relative navigation measurement models. The analysis is

applied to the DART and Hera target Didymos. The sensitivity of the spacecraft to the masses,

inertias, and higher order mass parameters of each asteroid is found to be generally significant

enough for effective estimation of these parameters. The effect of model and estimation errors on

the analysis are also examined and found to primarily impact the mass and inertia estimation. The

effect of excited binary dynamics are also studied and found to generally provide better estimates

due to the more observable dynamics.



Chapter 2

Dynamics of the Full Two-Body Problem

In this chapter we detail the mathematical models used to simulate the Full Two-Body Prob-

lem and describe validation and benchmarking efforts for our implementation. To begin we define

the assumptions and framework of the F2BP. Next the inertia integral mutual gravity potential

is introduced along with the development of associated gravity accelerations and torques. Lever-

aging these, the generalized equations of motion are derived. Given this implementation, a broad

campaign of verification and benchmarking between a variety of F2BP simulations is detailed. The

accuracy and computational efficiency of the inertia integral method is compared against other

methods under the framework of the DART mission. The benchmarking effort conclude that the

inertia integral method provides equal or greater accuracy than other methods, while requiring

orders of magnitude less computational time.

2.1 The Full Two-Body Problem

Binary asteroids represent a dynamically complex system which challenges many of the stan-

dard assumptions made in orbital mechanics. To accurately model these systems the gravitational

effect of each body’s irregular mass distribution must be tracked. This results in a coupled system

wherein the relative position of the bodies as well as their individual attitudes are interlinked. This

nine degree of freedom system is commonly referred to as the Full Two-Body Problem (F2BP). In

this work we focus on the most general form of the F2BP, making only the assumption that the

asteroids are rigid bodies of arbitrary mass distribution. This realization of the F2BP, Fig. 2.1,



14

treats the primary asteroid, A, and secondary asteroid, B, as collections of infinitesimal mass ele-

ments, dm1 and dm2, each with density ρ and ρ′ respectively. Each body has a principally aligned,

body-fixed frame, x̂ and x̂′ respectively, defined relative to some inertial frame n̂

𝒙"

𝒙"′

𝒗

𝑨 𝑩

𝝎

𝝎′

𝒏"𝟏

𝒏"𝟐
𝒏"𝟑

𝒓𝝆

𝝆′
𝒅𝒎1

𝒅𝒎2𝒅

Figure 2.1: System diagram of the Full Two- Body Problem.

From the system diagram one can infer that a concentration of mass on some part of the

primary could lead to both gravitational acceleration of the secondary off of the relative separation

line, ~r, and create a gravitational torque on the secondary. Through this interplay the coupled

dynamics of the F2BP become apparent. To fully capture the gamut of gravitational effects within

the system we develop the mutual gravity potential as a function of the relative position and

attitude of the bodies.

2.1.1 The Mutual Gravity Potential

Within the F2BP the mutual gravity potential must account for the full effect of each body’s

irregular mass distribution. As such its derivation begins from the double integral over all mass

elements making up both bodies

U = −G
ˆ
A

ˆ
B

1

d
dmAdmB (2.1)
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where G is the gravity constant and d represents the distance between pairs of mass ele-

ments. Unlike the standard point mass gravity formulation, the mutual gravity potential cannot

be analytically reduced further without mathematical approximations. In this work we follow the

method of deriving the mutual gravity potential presented by Hou et al. 2016[28]. The approach

reformulates the mutual gravity potential as a recursive binomial expansion in combination with a

Legendre polynomial expansion up to some truncation order N . In this form, the mutual gravity

potential consists of an outer summation

U = −G
N∑
n=0

1

Rn+1
Ũn (2.2)

which gathers the contribution of each order of the expansion over the mass distribution. The inner

summation term, Ũn, is then

Ũn =

0∑
k(2)=n

tnk
∑

(i1,i2,i3)(i41,i5,i6)(j1,j2,j3)(j4,j5,j6)

ak(i1,i2,i3)(i4,i5,i6)b
n−k
(j1,j2,j3)(j4,j5,j6) (2.3)

ei1+i4
x ei2+i5

y ei3+i6
z MAT

(i1+j1),(i2+j2),(i3+j3)
A

MBT
′(i4+j4),(i5+j5),(i6+j6)
B

Where k(2) implies stepping by 2 as opposed to 1

Where the terms ei are the components of the relative position unit vector, MA and MB are

each body’s mass, and TA and T ′B are the sets of inertia integrals representing each body’s mass

distribution. The inertia integrals are derived as the Legendre coefficients for the expansion. The

prime in T ′B denotes the rotation of these terms into the primary’s body fixed frame. The term tk

represents the recursive expansion coefficient which go as

tnk+2 = −(n− k)(n+ k + 1)

(k + 2)(k + 1)
(2.4)

while a and b are the binomial expansion coefficients whose equations are

ak(i1,i2,i3)(i4,i5,i6) = ak−1
(i1−1,i2,i3)(i4,i5,i6) + ak−1

(i1,i2−1,i3)(i4,i5,i6) + ak−1
(i1,i2,i3−1)(i4,i5,i6) (2.5)

−ak−1
(i1,i2,i3)(i4−1,i5,i6) − a

k−1
(i1,i2,i3)(i4,i5−1,i6) − a

k−1
(i1,i2,i3)(i4,i5,i6−1)
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bk(j1,j2,j3)(j4,j5,j6) = bk−2
(j1−2,j2,j3)(j4,j5,j6) + bk−2

(j1,j2−2,j3)(j4,j5,j6) + bk−2
(j1,j2,j3−2)(j4,j5,j6) (2.6)

+bk−2
(j1,j2,j3)(j4−2,j5,j6) + bk−2

(j1,j2,j3)(j4,j5−2,j6) + bk−2
(j1,j2,j3)(j4,j5,j6−2) − 2bk−2

(j1−1,j2,j3)(j4−1,j5,j6)

−2bk−2
(j1,j2−1,j3)(j4,j5−1,j6) − 2bk−2

(j1,j2,j3−1)(j4,j5,j6−1)

Whose indices are defined as

k = i1 + i2 + i3 + i4 + i5 + i6 (2.7)

n− k = j1 + j2 + j3 + j4 + j5 + j6 (2.8)

2.1.2 Inertia Integrals

Central to this reformulation of the mutual potential is the use of inertia integrals to de-

scribe the mass distribution. As previously stated the inertia integrals are derived as the Legendre

polynomial expansion coefficients. The general form of the inertia integrals is

T l,m,n =
1

MRl+m+n

ˆ
B
xlymzndm, where l +m+ n = N (2.9)

where the l, m, and n are the Cartesian degree for a term evaluated at some expansion order N . In

this way the inertia integrals can be considered analogous in use to spherical harmonics[25]. The

mathematical form of the inertia integrals, however is more similar to that of the moments and

products of inertia for a rigid body wherein each term represents the mass distribution about some

axis. As such the inertia integrals represent arbitrary order N form of the moments of inertia. At

the second order the inertia integrals can describe the moments of inertia as a linear combination.

Here we provide the mass and length normalized form of an inertia integral along with the 0th and
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2nd order coefficients in terms of the normalized moments and product of inertia.

T l,m,n =
1

MRl+m+n

ˆ
B
xlymzndm, where l +m+ n = N (2.10)

1 = T 0,0,0 (2.11)

Ixx = T 0,2,0 + T 0,0,2 (2.12)

Iyy = T 2,0,0 + T 0,0,2 (2.13)

Izz = T 2,0,0 + T 0,2,0 (2.14)

Ixy = −T 1,1,0 (2.15)

Ixz = −T 1,0,1 (2.16)

Iyz = −T 0,1,1 (2.17)

It is of note that the 0th order inertia integral is equal to the mass for the non-normalized form,

thus it is equal to one in the normalized form.

2.1.3 Gravity Accelerations and Torques

Building upon the mutual gravity potential, the expressions for the gravity accelerations and

torques are generated. Both terms are partials of the mutual gravity potential with respect to either

the relative separation or relative attitude. The equation of the gravity acceleration follows the

standard approach as a the partial of the gravity potential with respect to the relative separation.

Thus the gravity acceleration can be computed for the ith Cartesian direction component as

∂U

∂ri
= −G

N∑
n=0

( 1

Rn+1

∂Ũn
∂ri
− (n+ 1)ri

Rn+1

∂Ũn
∂ri

)
(2.18)
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where ∂Ũn
∂ri

is

∂Ũn
∂ri

=
0∑

k(2)=n

tnk
∑

(i1,i2,i3)(i41,i5,i6)(j1,j2,j3)(j4,j5,j6)

ak(i1,i2,i3)(i4,i5,i6)b
n−k
(j1,j2,j3)(j4,j5,j6) (2.19)

[
(i1 + i4)ei2+i5

y ei3+i6
z

∂ei1+i4−1
x

∂ri
+ (i2 + i5)ei1+i4

x ei3+i6
z

∂ei2+i5−1
y

∂ri
+ (i3 + i6)ei1+i4

x ei2+i5
y

∂ei3+i6−1
z

∂ri

]
MAT

(i1+j1),(i2+j2),(i3+j3)
A MBT

′(i4+j4),(i5+j5),(i6+j6)
B

Where k(2) implies stepping by 2 as opposed to 1

The derivation of the gravity torques, as originally described in Maciejewski 1995, follows a

more roundabout path[20]. To begin, the total angular momentum is computed as

~MA + ~M ′B = ~r × ∂U

∂~r
(2.20)

where ~Mi is the torque on experienced by body i due to the gravity of the opposing body. The

′ in ~M ′B denotes that it has been rotated from the secondary’s body fixed frame into that of the

primary. ~M ′B is then computed as

~M ′B = −~α× ∂U

∂~α
− ~β × ∂U

∂~β
− ~γ × ∂U

∂~γ
(2.21)

Where the ~α, ~β, and ~γ are columns of the rotation matrix

CB/A =

[
~α ~β ~γ

]
(2.22)

which maps from the secondary’s body fixed frame into the primary’s body-fixed frame. The torque

on the primary is thus

~MA = ~r × ∂U

∂~r
− ~M ′B (2.23)

Each partial of the potential with respect to the columns of the rotation matrix, i.e.
∂U

∂~α
, is then

a vector of partials of the potential with respect to the elements of the rotation matrix, C ij . This

partial of the mutual gravity potential is trivially computed as

∂U

∂C ij
= −G

N∑
n=0

1

Rn+1

∂Ũn
∂C ij

(2.24)
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Where ∂Ũn
∂C ij

is

∂Ũn
∂C ij

=

0∑
k(2)=n

tnk
∑

(i1,i2,i3)(i41,i5,i6)(j1,j2,j3)(j4,j5,j6)

ak(i1,i2,i3)(i4,i5,i6)b
n−k
(j1,j2,j3)(j4,j5,j6) (2.25)

ei1+i4
x ei2+i5

y ei3+i6
z MAT

(i1+j1),(i2+j2),(i3+j3)
A

MB
∂T
′(i4+j4),(i5+j5),(i6+j6)
B

∂C ij

Where k(2) implies stepping by 2 as opposed to 1

Where
∂T
′(i4+j4),(i5+j5),(i6+j6)
B

∂C ij
is computed as the partial of the equation for inertia integral rotation

as described in Hou et al. 2016[28].

2.1.4 Equations of Motion

Given the the mutual gravity potential and its partials, the equations of motion (EOMs) for

the F2BP can be generated. The inertial form of the F2BP has 12 degrees of freedom, however,

using the relative dynamics it can be reduced to 9 degrees of freedom[20].

~X =

[
~r ~θ1

~θ2 ~̇r ~ω1 ~ω2

]T
(2.26)

where ~r is the relative separation vector measured from the primary to secondary, the vectors ~θ1

and ~θ2 are Euler 123 angle sets defining the inertial orientation of the primary and the orientation

of the secondary relative to the primary, the vectors ~ω1 and ~ω2 are the angular velocities. We

select the Euler angles as the attitude state because of their intuitive structure, but any attitude

representation could be used instead. The angular velocities correspond to the Euler angles such

that

~̇θi = B i~ωi (2.27)

B i =
1

cos θi,2


cos θi,3 − sin θi,3 0

cos θi,2 sin θi,3 cos θi,2 cos θi,3 0

− sin θi,2 cos θi,3 sin θi,2 sin θi,3 cos θi,2

 (2.28)
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The rotation matrix corresponding to the Euler angle sets are

C i = C (~θi) (2.29)

where the Euler angle set is the Euler 123 body set.

Following the implementation of Maciejewski, the F2BP EOMs can be derived from Newton’s

second law and Euler’s EOMs as [20].

~̈r = −
(
I−1
A

((
I
A
~ω1

)
× ~ω1 + ~MA

))
× ~r − 2ω̃1~̇r − ω̃1ω̃1~r −

1

m

∂U

∂~r
(2.30)

~̇ω1 = I−1
A

((
I
A
~ω1

)
× ~ω1 + ~MA

)
(2.31)

~̇ω2 = CB/AI
−1
B C T

B/A

((
CB/AIBC

T
B/A

(
~ω1 + ~ω2

))
× ~ω1 + ~MB (2.32)

−
(
ĊB/AIBC

T
B/A + CB/AIBĊB/A

)
·
(
~ω1 + ~ω2

))
− I−1

A

((
I
A
~ω1

)
× ~ω1 + ~MA

)
Where the ˜(−) operator describes the skew-symmetric matrix transform on a vector in R3.

I i denotes the inertia tensor of body i as represented in the primary’s body fixed frame.

f̃ =


0 −f3 f2

f3 0 −f1

−f2 f1 0

 (2.33)

2.2 Model Verification and Benchmarking

This particular implementation of the F2BP was selected for its relative simplicity, accuracy

and computational speed. The historic challenge in simulating binary asteroid dynamics, or the

F2BP, has been the computational burden of the mutual gravity potential between two arbitrary and

asymmetric mass distributions. In order to verify the improvements gained from the Hou, or inertia

integral, method a broad benchmarking effort was necessary. There are two parameters with which

to compare mutual gravity potential representations: accuracy of solutions and computational
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efficiency. All benchmarking efforts described here were performed as a part of the DART mission

and were thus performed for 65803 Didymos, the mission target [51]. Other current F2BP simulation

methods attempt to reformulate the F2BP and reduce the computational burden imposed in two

ways. Packed spheres methods decouples the orientation of the bodies from the mutual gravity

potential and allows for an exact solution by discretizing each body as a collection of spherical

masses while sacrificing the accuracy with which the mass distributions can be captured. The

polyhedral expansion method instead focuses on capturing the mass distributions very accurately,

but is unable to decouple the attitude and mass distribution. This means that the mass distributions

must be reevaluated at each time step to account for changes in the relative orientation of the bodies

[24]. The inertia integral method however is able to accurately capture the mass distribution while

also decoupling the attitude and mass distribution in the mutual potential evaluation. This results

in significant improvements to the computational efficiency of F2BP simulations. In addition, the

inertia integrals are not tied directly to shape or density distribution, and can thus be used to

approximate the mass distributions absent a shape model or other knowledge of composition. In

comparison to the polyhedral expansion method, the inertia integral approach can be shown to give

numerically identical results for the mutual gravity potential at each expansion order and inertia

integral based simulations can be run in small fractions of the wall-time compared to the polyhedral

expansion and packed sphere methods.

2.2.1 Dynamical Accuracy Benchmarking

In comparing the accuracy of solutions, two approaches can be considered; the first being a

direct comparison of the mutual gravity potential evaluated at an arbitrary state and the second

being a comparison of integration results over some time period. We first compare the mutual grav-

ity potential at the same arbitrary state evaluated by the inertia integral and polyhedral expansion

methods. The packed spheres method is not included because its spherical discretization of the

mass distributions prevents an exact match with the inertia integral or polyhedral mass distribu-

tions. To compare between the inertia integral method and polyhedral method, four realizations
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of the Didymos system were evaluated with each body axially aligned and the nominal separation

value of 1.18 km. These realizations are a two cube system, a two sphere system, a two ellipsoid

system, and polyhedral Didymos primary and ellipsoidal secondary. In all cases the primary and

secondary shapes are scaled by volume to match the current the estimated mass of each body,

assuming the constant density. We compare the total mutual gravity potential truncated at orders

2-7 for each of the four system realizations and see agreement down to numerical noise, Table 2.1.

Table 2.1: Fractional error in mutual gravity potential evaluated by the polyhedral expansion
method and inertia integral method for orders 2-7.

Order Cube - Cube Sphere - Sphere Ellipsoid - Ellipsoid Polyhedron - Ellipsoid

2 -2.50E-15 -3.54E-15 -1.25E-15 -3.11E-15

3 -2.50E-15 4.16E-16 -1.66E-15 5.40E-15

4 2.29E-15 1.46E-15 5.40E-15 1.66E-15

5 2.29E-15 0.0 -8.30E-16 2.08E-15

6 -3.12E-15 -1.46E-15 -2.08E-15 -8.30E-16

7 -3.12E-15 1.66E-15 1.45E-15 2.08E-16

It is worth pointing out that cube case shows identical fractional error for every two orders;

this is a result of the cube being exactly representable via a polyhedral discretization with odd orders

of the inertia integrals for an ideal cube going to zero due to symmetry. Continuing from this, if

the sphere and ellipse cases were generated from the ideal shapes, as opposed to the polyhedral

discretization necessary for comparison, their mutual gravity potential’s would show the same

behavior.

Following the direct benchmarking of the mutual gravity potentials, we compare a 150 day

integration of the polyhedron-ellipsoid model for the JPL polyhedral expansion implementation

and the inertia integral implementation, Fig. 2.2. Both integrations are performed using the Lie

group variational integrator (LGVI) with a 40 second time step and a 4th order mutual gravity

truncation. The LGVI is a symplectic integrator which constrains the attitude solution to the Lie

group, thus preserving both the Hamiltonian and rotational accuracy. We compare the relative

position, linear momentum, primary and secondary angular momenta, and the attitude matrices

for the inertial and relative orientations[52]. For each comparison we plot the value of the states
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from each integration as well as the fractional error between the two integrations. The position

and momenta fractional errors are computed as |~v1|−|~v2||~v1| . For the orientation the fractional error

is computed as ||I3x3 − CT1 C2||. While these parameters do not account for component errors

between the two models states, it provides a clear comparison; the detailed comparison of each

model including directional errors can be found in Agrusa et al. 2020[53]. The results over the

integration show good agreement between the two implementations. Though errors do clearly grow

over time this is likely due to numerical precision differences in the method by which the initial

conditions and system parameters are loaded into each implementation as well as difference caused

by the unit normalization of the dynamics between the two implementation.

Figure 2.2: Fractional error between JPL polyhedral expansion and UCB inertia integral numerical
integrations using identical LGVI integrators.
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2.2.2 Simulation Runtime Benchmarking

In comparing the simulation runtimes we must account for computational and integration

implementations because we do not have each mutual gravity potential method implemented in

the same environment. To compare runtimes, we use the same four realizations of Didymos as

the previous analysis. Four F2BP implementations are compared: the inertia integral method, the

polyhedral expansion methods implemented at JPL and GSFC, and the packed spheres method im-

plemented at Univeristy of Maryland (UMD). Both of the polyhedral expansion implementations

and the inertia integral implementation use the LGVI with a 40 second integration step which

requires only one mutual gravity evaluation per integration step. The UMD packed spheres im-

plementation uses a leapfrog symplectic integration technique with a 1.875 second and 15 second

integration step, but has not specified the number of mutual gravity evaluations needed for each

integration step. In comparing the runtimes of each case we normalize by the number of processors

used and the simulation duration,
nprocessors

Tduration
. The normalized runtimes for each implementation

and Didymos realization for a simulation duration of 365 days are provided in Table 2.2. The ex-

pansion order of the mutual gravity potential used for a given simulation is provided in parentheses

in the table. It should be noted that while the packed spheres method provides an exact solution

Table 2.2: Normalized runtimes for a variety of mutual gravity potential methods integrating the
Didymos system for 365 days.

Method Integration Cube -
Cube

Sphere -
Sphere

Ellipsoid -
Ellipsoid

Polyhedron -
Ellipsoid

Inertia Integrals LGVI, dt=40 sec 0.032
(N=4)

0.032
(N=4)

0.032
(N=4)

0.032 (N=4)

JPL Polyhedral Expansion LGVI, dt=40 sec 0.017
(N=4)

3.351
(N=3)

3.351
(N=3)

12.104 (N=3)

GSFC Polyhedral Expansion LGVI, dt=40 sec 0.081
(N=3)

5.446
(N=3)

5.446
(N=3)

20.288 (N=3)

UMD Packed Spheres Leapfrog, dt=1.875 sec NA NA NA 4.395 (Exact)

UMD Packed Spheres Leapfrog, dt=15 sec NA NA NA 0.592 (Exact)

to the mutual gravity potential, denoted in the table as (Exact), it contains discretization error

due to its approximation of the bodies as collections of spheres. The results in the table show

the inertia integral method to be significantly faster than both methods in all but the simple cube
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case having two 12 facet shape models. In the cube-cube system, we see that the JPL polyhedral

expansion is faster than other methods, this is because a cube is expressible as only 12 tetrahe-

dra; ideal for the polyhedral expansion method which is optimized to evaluate large numbers of

tetrahedron for each mutual gravity evaluation and this reduces in number of computations from

hundreds or thousands to tens. It should also be pointed out that the results in the table do not

compare the accuracy between the simulations, this analysis can be found in Agrusa et al. 2020[53].

The previous comparison of the accuracy of the inertia integral method relative to the polyhedral

expansion method shows that the two methods used in similar integration environments achieve

similar levels of simulation accuracy. The version of the GSFC polyhedral method tested is fixed to

order 3, while the JPL polyhedral method and inertia integral methods are implemented to expand

to arbitrary orders. The polyhedral method run beyond orders 3 and 4 can be prohibitively slow;

this is why the JPL polyhedral expansion method is reduced to order 3 for the high facet count

models used in the sphere, ellipsoid and polyhedron cases in Table 2.2. If orders beyond 3 and 4 are

determined to be necessary to reach the mission requirements and simulation accuracy this severely

limits the polyhedral expansion method. For the inertia integral method higher orders would result

in an increased runtime, but the effect is much less significant because the inertia integrals are

pre-computed, taking fractions of a second through fourth order and less than a minute at higher

orders. If an analysis would require the integration time step to be smaller than the 40 second time

step used by both polyhedral expansion implementations, this would represent a corresponding,

and possibly prohibitive, factor of growth in the polyhedral method run times.

2.3 Summary

In this chapter we provide the details of the inertia integral formulation of the F2BP. The

associated mutual gravity potential is provided and its associated gravity accelerations and torques

are derived. The details of the inertia integrals and their relationship to other mass parameter

realizations is described. The F2BP EOMs, which enable the research presented herein, are then

detailed. We finally provide F2BP benchmarking analysis which shows the inertia integral im-
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plementation to have superior computational efficiency than other F2BP implementations while

maintaining numerical accuracy.



Chapter 3

The Equilibria and Dynamical Structure of the Full Two-Body Problem

In this chapter we identify the two equilibria in the F2BP and explore the dynamical structure

about them. From the structure about the equilibria we are able to identify generalized behaviors

of the system which have impacts on binary formation and mass parameter estimation. Initially the

general constraints for equilibria in the F2BP are derived. Building on this, a stability constraint is

identified, separating the equilibria into the inner unstable equilibrium and outer stable equilibrium.

As the outer stable equilibrium is a potential end state of binary evolution, the dynamical structure

about the equilibrium is investigated to understand current binaries. For both the planar and

nonplanar cases of the F2BP, the dynamical families about the outer equilibrium are characterized

and explored. While the inner unstable equilibrium is rarely observable in nature, it is a vital step

in the formation of binary asteroids. A number of past studies have shown this equilibrium to

behave as a barrier to binary fission. To understand how higher order and nonplanar effects impact

binary formation, we study the inner equilibrium. The results reveal a much more complicated

behavior near the unstable equilibrium than previously identified.

3.1 Doubly Synchronous Equilibria of the Full Two-Body Problem

The high dimensionality of the F2BP makes dynamical analysis of the general system complex

and unwieldy. We thus turn to the doubly synchronous equilibrium for use as a simplified dynamical

sandbox. For the F2BP the doubly synchronous equilibrium occurs when the bodies are principally

aligned, tidally locked, and co-orbiting. While this definition of the equilibria allows for any number
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of combinations of principal axis alignment, we assume long axis alignment as this is the only

condition for which the dynamics can cause passive realignment. Thus only the long-axis alignment

can achieve stability conditions beyond marginal stability. Two such equilibria exist in the F2BP,

referred to here as the inner and outer solutions. The inner equilibrium exists for a separation

when the two bodies are nearly touching and the outer exists when the two bodies are separated

by multiple radii of the primary. Only the outer solution is stable and seen in nature, while the

inner equilibrium is unstable[6]. In order to compute the doubly synchronous equilibria for a given

system the amended potential and its partials with respect to the degrees of freedom must be

investigated[54]. The amended potential is defined as

E =
H2

2IH
+ U (3.1)

Where H is the angular momentum magnitude and IH is the moment of inertia about the angular

momentum axis,

IH = Ĥ •
(
IA + IB +m

[
R2 ¯̄U − ~r~r

])
• Ĥ (3.2)

the matrix ¯̄U denotes the identity matrix and • denotes the dot product. The scalar m is the

reduced mass

m =
M1M2

M1 +M2
(3.3)

Where M1 and M2 denote the masses of the primary and secondary. Ĥ defines the unit direction

of the angular momentum .

Ĥ =


cos δ

sin δ sinλ

sin δ cosλ

 (3.4)

Where δ and λ are the nutation and precession angles respectively.

Based on knowledge of the doubly synchronous equilibrium orientation, we can simplify IH

to

IH = IA,zz + IB,zz +mr2 (3.5)



29

The subscript zz denotes the z-axis moment of inertia, or the polar moment of inertia for the body.

For a given angular momentum of the system and set of mass parameters, the zeroes of the

partials of the amended potential with respect to the system degrees of freedom can be used to

identify an equilibrium.

E~r, E~̇r, E~θ, E~̇θ, Eδ, Eλ = 0 (3.6)

The detailed formulation of the amended potential partials used to find the extrema are

∂E
∂~r

= −H
2

I2
H

m
[
I3x3 − ĤĤ

]
• ~r +

∂U

∂~r
(3.7)

∂E
∂~θ

= − H
2

2I2
H

∂IH

∂~θ
+
∂U

∂~θ
(3.8)

∂E
∂ξ

= − H
2

2I2
H

[
2Ĥ • IT •

∂Ĥ

∂ξ

]
(3.9)

Where ξ is either λ or δ

To be stable, the Hessian of the amended potential evaluated at the equilibrium point must

be positive definite.

||E ~X ~X ||eq > 0 (3.10)

In Scheeres 2009 it is shown that for the long-axis aligned equilibria the Hessian condition for

stability can be reduced to a function purely of the relative separation magnitude, R[6]. As such

the condition becomes

ERR > 0 (3.11)

Heuristically this inequality is a balance of the potential energy and angular momentum sensitivities

to the relative separation based on Eq. 3.1

− ∂2

∂R2

[
H2

2IH

]
>

∂2

∂R2

[
U
]

(3.12)
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Table 3.1: Physical Properties of The Doubly Synchronous 617 Patroclus modeled in this study

Density Primary Secondary Orbit

ρ [kg/m−3] a [km] b [km] c [km] a [km] b [km] c [km] r [km] Period [days]

881 63.5 58.5 49 58.5 54 45 664.6 4.41

By inspection, a larger separation minimizes the mutual gravity potential such that the outer

equilibrium is able to meet the stability criterion described in Eq. 3.11, while the inner equilibrium

would be unable to meet this criterion. A more rigorous derivation of this stability is available in

Scheeres 2009 and is discussed for the planar case in Sec. 3.2.1[6].

3.2 Stability and Structure about the Outer Equilibrium

To best understand the dynamics of binary asteroids observed in nature we leverage the dy-

namical structure about the stable outer equilibrium to draw conclusions about the general motion

of stable binary systems. While this will not provide a full description of the potential behaviors of

observed binary asteroids it will help build intuition for the mutual motion and behaviors of these

systems. We begin the analysis by further simplifying to the planar problem. Within the planar

problem we identify the stability condition for the outer equilibrium and the linearized dynamical

families about the equilibrium. We then use continuation techniques to map the nonlinear dynam-

ical families of the system. From this point we return to the nonplanar problem and identify the

nine dimensional linearized dynamical families.

Throughout this section we apply our analysis to the 617 Patroclus system, a Trojan binary

and flyby target of the Lucy mission. The system is believed to consist of two nearly ellipsoidal

bodies behaving at or near the doubly synchronous equilibrium. As such it represents a realistic

case of the various assumptions applied to the F2BP in this section. The physical parameters

describing 617 Patroclus implemented for this study are listed in Table 3.1 and based on the results

of the 2013 stellar occultation study performed by Buie et al. In line with the analysis of Buie et

al. we assume the system to be homogeneous of constant density[55].
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3.2.1 The Planar Problem

To understand the system behavior at a fundamental level, we first simplify it further by

applying a planar and second-order assumption. These assumptions reduce the system to four

degrees of freedom, as illustrated in Fig. 3.1, such that it can be described as an inertial orbit angle

θ, a relative separation magnitude R, and the phase angle of each body relative to the separation

line φ1 and φ2.

𝑨 𝑩𝑹𝝓𝟏 𝝓𝟐
𝜽

Figure 3.1: Diagram of the planar and second-order F2BP.

The equations of motion for this simplified system can be derived from a Lagrangian analysis

of the dynamics[6]. The Lagrangian for the planar problem is

L =
1

2
IA,zzφ̇

2
1 +

1

2
IB,zzφ̇

2
2 +

1

2
mṘ+

1

2
(IA,zz + IB,zz +mR2)θ̇2 + (IA,zzφ̇1 + IB,zzφ̇2)θ̇ (3.13)

−Upl(R,φ1, φ2)
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Application of Lagrange’s equation yields the following EOMs

R̈ = θ̇2R− 1

m

∂Upl
∂R

(3.14)

θ̈ =
1

mR2

∂Upl
∂φ1

+
1

mR2

∂Upl
∂φ2

− 2
Ṙθ̇

R
(3.15)

φ̈1 =
(

1 +
mR2

IA,zz

) 1

mR2

∂Upl
∂φ1

− 1

mR2

∂Upl
∂φ2

+ 2
Ṙθ̇

R
(3.16)

φ̈2 =
(

1 +
mR2

IB,zz

) 1

mR2

∂Upl
∂φ2

− 1

mR2

∂Upl
∂φ1

+ 2
Ṙθ̇

R
(3.17)

Where Upl is the planar second order simplification of Eq. 2.1.1

Upl = −GM1M2

r

{
1 +

1

2R2

[
Tr
(
ĪA

)
+ Tr

(
ĪB

)
− 3

2

(
IA,xx + IA,yy + IB,xx + IB,yy (3.18)

− cos 2φ1

(
IA,yy − IA,xx

)
− cos 2φ2

(
IB,yy − IB,xx

))]}
For this realization of the system, the conditions for the doubly synchronous equilibrium can

be can restated using the system states to specify axial alignment and a circular mutual orbit[56].

φ1 = φ2 = φ̇1 = φ̇2 = Ṙ = 0 (3.19)

By definition of an equilibrium we can also define the constraint

φ̈1 = φ̈2 = θ̈ = 0 (3.20)

Thus the necessary equilibrium rotation rate, θ̇∗, for an equilibrium separation, R∗ is

θ̇∗2 =
1

mR∗
∂Upl
∂R

(3.21)

θ̇∗2 =
G(M1 +M2)

R∗3

[
1 +

3

2R∗2

[
Tr(IA) + Tr(IB)− 3IA,xx − 3IB,xx

]]
(3.22)

The separation still must be selected to ensure the stability of the equilibrium as defined

by the second partial of the amended potential in Eq. 3.11. With the planar and second-order
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assumption the relative separation can be reduced to a scalar value which allows us to identify the

condition for stability[6].

R∗ >

√
3(IA,zz + IB,zz)

m
(3.23)

3.2.2 Linear System Dynamical Families

Because the doubly synchronous equilibrium is an energetically stable arrangement, oscilla-

tions about the equilibrium will move along closed cycles, referred to as dynamical families. In

their linear form each dynamical family has an associated and unique frequency which can define a

dynamical family or periodic orbits. This results from the purely imaginary eigenvalue associated

with the given dynamical family[57]. To begin this analysis, we first must identify the eigenvalues

of the dynamical system. This is accomplished by computing the characteristic equation of the

linearized system. The linearized dynamics are described by

~̇X = A ~X =



0 0 0 0 1 0 0 0

0 0 0 0 0 1 0 0

0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 1

∂R̈
∂R 0 ∂R̈

∂φ1
∂R̈
∂φ2

0 ∂R̈
∂θ̇

0 0

∂θ̈
∂R 0 ∂θ̈

∂φ1
∂θ̈
∂φ2

∂θ̈
∂Ṙ

∂θ̈
∂θ̇

0 0

∂φ̈1
∂R 0 ∂φ̈1

∂φ1
∂φ̈1
∂φ2

∂φ̈1
∂Ṙ

∂φ̈1
∂θ̇

0 0

∂φ̈2
∂R 0 ∂φ̈2

∂φ1
∂φ̈2
∂φ2

∂φ̈2
∂Ṙ

∂φ̈2
∂θ̇

0 0





R

θ

φ1

φ2

Ṙ

θ̇

φ̇1

φ̇2



(3.24)

where the details of each element are described in Appendix A.The eigenvalues of the system

are roots of the characteristic equation

|A− λI 8x8| = 0 (3.25)

which can be related to a period of motion of the linearized oscillations

Pβi =
2π

Im(λi)
(3.26)
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Table 3.2: Linear periods and unit direction of dynamical families about the planar doubly syn-
chronous equilibrium evaluated for the 617 Patroclus system.

Families Linear Period [days]

r 3.93

φ1 13.60

φ2 12.12

Orbit Period 4.41

Here βi specifies the imaginary component of the corresponding root or eigenvalue, λi. The

described periodic behavior moves along a linear dynamical family defined by a deviation vector

from the equilibrium

δ ~Xλi =
Re(~ui)

||Re(~ui)||2
cos θi +

Im(~ui)

||Im(~ui)||2
sin θi (3.27)

Where ~ui are the eigenvectors corresponding to a given eigenvalue.

For the planar system we have already identified one fundamental frequency in the form of the

equilibrium orbit rate constraint, θ̇∗. The eigen decomposition provides an additional three oscil-

lations, or fundamental frequencies. Each is associated with one of the planar states; that is the

relative separation R, and the primary and secondary phase angles, φ1 and φ2. Because the orbit

angle θ is an ignorable coordinate it has a zero eigenvalue and thus no associated frequency from

the eigen decomposition. In Table 3.2 the linear periods for the 617 Patroclus system, a doubly

synchronous binary flyby target of the Lucy mission, are listed.

3.2.3 Continuation of the Planar Dynamical Families

We next turn to a nonlinear analysis of the dynamical families to understand the robustness

of the behavior of these oscillations to nonlinearities in the dynamics. Nonlinear dynamical families

can be thought of as a family of periodic cycles centered about an equilibrium point defined by

some corresponding eigenvalue and eigenvector pair. The eigenvector can be used to define the

deviation direction of the dynamical family from the equilibrium. The family of periodic cycles

grows more complex in its behavior as it is perturbed further from the central equilibrium point,

but each cycle is functionally parallel to its nearest neighbors and each member cycle of the family
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can be shown to be perpendicular to a family tangent vector along its entire period[57]. This is

analagous to the resonances often used in solar system studies, but provides an approach agnostic

to the types of dynamics and states selected to model a given system. To map the behavior of

a nonlinear dynamical family, continuation methods leverage the family tangent and similarity

between neighbors to step through a set of periodic cycles in the dynamical family. The specific

method used herein applies techniques used by Howell and Olikara who implemented a family

tangent constraint and phase constraint to step between cycles in the family, Eq. 3.28[58].

F (~x0, T ) = ~0 =


~xF − ~x0

〈~x0 − ~̃x0,
˙̃
~x0〉

〈~x0 − ~̃x0, ~̃x
′
0〉+ (T − T̃ )T̃ ′ −∆s

 (3.28)

In this method each cycle in a family is computed by a shooting method which corrects to an initial

guess of the cycle such that it becomes a closed periodic trajectory. This aspect of the continuation

method is represented as the first entry in Eq. 3.28 relating the initial and final states, ~x0 and

~xF respectively. Next the continuation method enforces the Poincare phase constraint, the second

row of Eq. 3.28, which ensures that each cycle in the family is at the same phase as the previous

cycle. The previous cycle is represented here by the tilde. In this case the phase constraint ensures

that change in the initial conditions between the current cycle, ~x0, and the previous cycle, ~̃x0, is

perpendicular to the previous cycle’s initial state changes,
˙̃
~x0. Finally, the continuation method

uses a pseudo-arclength continuation constraint to ensure the cycle lies along the family tangent,

the final row of Eq. 3.28. Here the family tangent is approximated by the fundamental period

and dynamical family deviation of the previous cycle in the continuation, T̃ ′ and ~̃x′0. The pseudo-

arclength aspect of the continuation comes from the pseudo-arclength magnitude, ∆s, a tuning

parameter which limits the size of the continuation step by limiting the amount of change in the

initial states or cycle period between continuation steps. When computing a continuation for a

given dynamical family, the vector F (~x0, T ) is differentially corrected to the zero vector for each

periodic cycle in the family. After each cycle converges, an initial guess of the family tangent is

used to initialized the next cycle in the family. We perform this analysis for each of the three
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dynamical families about the planar doubly synchronous equilibrium and find that their behavior

remains closed and periodic as each trajectory is perturbed relatively far from the equilibrium.

This shows that the fundamental frequencies are feasibly identifiable in the vicinity of the doubly

synchronous equilibrium for estimation.

Using this continuation method, the dynamical families for the relative separation r, and

the phase angles, φ1 and φ2, are explored in the nonlinear regime, Fig. 3.2-3.4. We can see

from these dynamical families that orbits remain periodic as they are perturbed further into the

nonlinear regime and that for the coordinates, the topology of the trajectories does not change

significantly. This is especially true for the relative separation dynamical family which appears to

mimic a Keplerian elliptic orbit with simple oscillations of the phase angles, even when perturbed

far from the equilibrium. The rates in the dynamical family for the secondary phase angle shows

more complex behavior, changing from a one-cycle to a three-cycle trajectory. The amount of

coupling between the three states hints at difficulties in extrapolating the mass parameters from

these dynamics.
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Figure 3.2: Nonlinear dynamical family about the planar doubly synchronous equilibrium associated
with the primary phase angle, φ1. Where ∆E is the increase in energy away from the equilibrium
energy.
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Figure 3.3: Nonlinear dynamical family about the planar doubly synchronous equilibrium associated
with the secondary phase angle, φ2. Where ∆E is the increase in energy away from the equilibrium
energy.
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Figure 3.4: Nonlinear dynamical family about the planar doubly synchronous equilibrium associated
with the relative separation, r. Where ∆E is the increase in energy away from the equilibrium
energy.



40

3.2.4 Expansion to the Nonplanar Problem

The restrictions of the planar system enable a simple, but limited, approach to detailed

analysis of the dynamics. However, understanding the impact of out-of-plane motion on the number

of dynamical families and their behavior is vital for a full understanding of the real dynamics. We

thus expand our dynamics model to the more general model with the mutual gravity potential

truncated at order two, recalling Eq. 2.2 and 2.3. The dynamics matrix for the nonplanar case

can be found in Appendix A. The increased dimensionality of the nonplanar system results in

seven system dynamical families from the eighteen states, as opposed to the three families from

eight states in the planar problem. There are also two ignorable coordinates associated with zero-

valued eigenvalues as opposed to the single ignorable coordinate of the planar case. Because of

the complexity of developing the mutual gravity potential and torques as well as the equations of

motion we choose not to reduce the state representation to a minimal set. Because the doubly

synchronous behavior does not change from the planar to nonplanar dynamics the θ̇ constraint

remains unchanged. The behaviors of each of these eight fundamental frequencies are illustrated

in Fig. 3.5.

𝑹𝑨 𝑩

𝝎𝒐𝒓𝒃𝒊𝒕𝝎𝑨 𝝎𝑩

𝜷𝟔𝜷𝟓

𝜷𝟓𝜷𝟒𝜷𝟐𝜷𝟑
𝜷𝟏

Figure 3.5: Diagram of the nonplanar doubly synchronous equilibrium and surrounding linear
dynamical families.
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Table 3.3: Linear periods of dynamical families about the nonplanar doubly synchronous equilib-
rium evaluated for the 617 Patroclus system.

Families Behavior Linear Period
[days]

β1 Rel. Twist 18.97

β2 Pri. Precession 15.67

β3 Pri. Libration 13.65

β4 Sec. Libration 12.13

β5 Rel. Separation 4.41

β6 Orbit Precession 3.86

β7 Sec. Precession 2.91

Orbit Period Orbital Motion 4.41

We see that the three dynamical families from the planar case remain for the nonplanar case,

now being referred to as β3, β4, and β5. Two of the new dynamical families are associated with

precession and nutation of the primary and secondary, respectively β2 and β7. The remaining two

new dynamical families are associated with a relative axial twist about the radial axis, β1, and the

precession and nutation of the orbit plane, β6. The periods of the linear dynamical families for

these fundamental frequencies are shown for the 617 Patroclus system in Table 3.3.

3.3 Stability and Structure about the Inner Equilibrium

While the inner unstable equilibrium cannot provide direct insight into the current dynamics

of binary asteroids, it plays an important role in binary formation. The inner equilibrium acts as

a dynamical barrier to asteroid fission and thus is a key pathway for binary formation. In Scheeres

2009 the structure about the second-order planar unstable inner equilibrium was explored, initially

revealing this dynamical barrier, Fig. 3.6[6].

The figure illustrates the zero-velocity curves, in red, of the second-order planar F2BP given

the critical fission angular momentum of an asteroid. The blue dashed line indicates the normalized

energy of the inner unstable equilibrium and functions as an upper bound for the allowable region

assuming a conservative system. The inner equilibrium itself is the local maxima near a normalized

radius of 1, where the normalizing parameter is the minimum separation between the two bodies. If
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Figure 3.6: Diagram from Scheeres 2009 which depicts the energy of a second order planar ellipsoid-
ellipsoid binary as a function of the primary’s radius for a fixed angular momentum[6].

a fissioning secondary is located at a lower normalized radius it will recollide with the primary. If the

normalized radius is greater than that of the inner equilibrium it will enter a chaotically captured

orbit about the primary bounded by the allowable region. When expanding to the arbitrary order

nonplanar F2BP the dynamical structure identified by Scheeres 2009 is warped significantly such

that even the principal alignment of the equilibrium breaks down. In this section we identify the

changes to the state of the inner equilibrium as well as the dynamical structure surrounding it

In trying to expand the understanding of binary formation from a planar and second order

model, we first identify the changes to the unstable equilibrium with these assumptions lifted. To

compute the generalized state of the inner unstable equilibrium under nonplanar and arbitrary order

conditions we move away from the amended potential and instead identify the state that nullifies

the equations of motion presented in Sec. 2.1. Using a Newton-Raphsom differential corrector

and the nonplanar dynamics matrix in Appendix A we can identify the equilibrium state given

system parameters and a truncation order. The differential corrector constrains only the system
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spin rate, leaving all other states free to be varied. For the examples herein we compute the inner

equilibrium for the well characterized asymmetric binary 66391 Moshup evaluated at order 4[1],

Fig. 3.7. For comparison we also compute the equilibrium state for Moshup evaluated at order 2.

Both equilibrium states are shown from an isometric view in the primary fixed frame; looking 45

degrees downward and perpendicular to the relative separation vector. The top image shows the

equilibrium evaluated at order 2 with a red secondary and the bottom image shows the fourth order

evaluation with a blue secondary. While both evaluations of the equilibrium appear to maintain

Figure 3.7: Relative geometry of inner unstable equilibrium evaluated at order 2 (above) and order
4 (below).

nearly identical relative separations the relative attitudes clearly differ. When the equilibrium is

evaluated at the second order it maintains the principal alignment condition. Whereas, for the

fourth order, the relative attitude of the secondary is rotated about the out of plane axis. Once

asymmetric higher order terms are accounted for, gravity torques are able to pull the system away

from principal alignment as seen for the fourth order evaluation. It is of note that this does not

occur for the outer equilibrium because the bodies are much further apart in that case. There

may exist a higher order facsimile for axial alignment found by appropriate rotation of a body’s

inertia integrals which can explain this torquing. Such a derivation however does not serve the
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goal of this work as the current approach is still able to identify the equilibrium geometry. The

change in alignment, combined with the higher dimensionality when moving from the planar to

nonplanar problem, warps the zero-velocity curves at the equilibrium such that the equilibrium no

longer acts as a boundary to collision. To illustrate this, Fig. 3.8 shows the relative separation

magnitude evolution when the Moshup system is perturbed slightly from the order 2 and order 4

inner equilibria. The bodies are considered to collide when they fall below the collision separation

value shown in black, As is shown, the order 2 system shows chaotic orbit capture which comes

Figure 3.8: Relative separation of Moshup dynamics when perturbed slightly from inner equilibrium
state evaluated for the given order of the dynamics.

close, but does not, recollide. On the other hand the order 4 system can be seen to collide several

times. It is of note that the numerical integration does not sense collisions and because of the

nature of the inertia integrals the equations of motion will not hit a singularity unless the bodies

fully envelop one another. The recollision shown for the order 4 system is possible because the

nonplanar and asymmetric higher order terms can excite the relative attitude and break down the

zero-velocity curve structure shown for order 2 in Fig. 3.6.

3.4 Summary

This chapter identifies the conditions for equilibria in the F2BP and their stability. Equilibria

are split into the inner unstable and outer stable equilibria. Analysis of the outer stable equilibrium
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identifies the dynamical families and structure about the equilibrium for the planar and nonplanar

problem. The increased fidelity provided by the arbitrary shape and order implementation of the

F2BP enables a more detailed look at these dynamics than past studies. The analysis finds several

families of oscillations about the stable equilibrium which Ch. 5 will leverage to estimate the mass

parameters of binaries near the outer equilibrium. In the analysis of the inner unstable equilibrium

it is shown that nonplanar and higher order dynamics warp the dynamical structure about the

equilibrium, such that it is not longer a barrier to collision as for the second order. This distortion

of the dynamical structure has potential impact on the formation processes and evolution of binary

asteroid systems. This is explored in Ch. 4.



Chapter 4

Binary Formation Via Rotational Fission At the Inner Unstable Equilibrium

Within this chapter we identify the influence of higher order and nonplanar dynamics on the

binary formation process described in Jacobson and Scheeres 2011 (JS2011)[30]. In their work,

Jacobson and Scheeres identified a dynamical path from YORP induced rotational fission of single

asteroids to the various forms of binary and multi-body asteroid systems seen throughout the inner

Solar System. One key discovery of which, was structural fission of the secondary asteroid as a

means of energy dissipation in low mass ratio binaries. Their proposed process begins from the

inner unstable equilibrium. In Sec. 3.3 we showed that this equilibrium and dynamical structure are

significantly distorted by increasing the fidelity of the F2BP dynamics model. In order to broadly

capture the behavior of different types of binary systems, we study three representative systems:

66391 Moshup (1999 KW4), 1996 HW1 and 2000 DP107. These example systems represent low

mass ratio binaries (Moshup and DP107) and high mass ratio binaries (HW1). We also use DP107

to test the feasibility of the Tardivel et al. proposal that NEA equatorial craters may be markers of

binary fission[41]. For all three systems, the initial fission geometry, shown in the figure, is analogous

to that of a fissioning contact binary. The fission geometry of all three systems is illustrated in Fig.

4.1

For each system we perform a Monte Carlo analysis of the binary fission conditions centered

about the unstable inner equilibrium. To match the JS2011 study we include dynamical pertur-

bations coming from solar gravity and mutual tidal torques between the asteroids. Each Monte

Carlo analysis considers the first year of evolution after fission and sorts the results into four binary
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Figure 4.1: Fission conditions for modeled asteroids with primaries colored grey and secondaries
colored blue. From left to right: Moshup, 1996 HW1, 2000 DP107

fates: recollision, escape, secondary fission and chaotic orbital capture. The statistical breakdown

of these binary fates are then compared with the results of JS2011 in addition to the more detailed

conditions of the fate for each simulation. In general we find agreement between our high fidelity

model and the results of JS2011. However, some significant discrepancies are identified relating to

the spin state of escaping secondaries, the differing models of secondary fission, and recollision of

the asteroids.

4.1 Perturbed Dynamics Model

The goal of our dynamics model is to capture the higher order effects of the mutual gravity

interactions between both bodies as well as the other significant perturbations experienced by the

system. We use the inertia integral model of the F2BP to capture the mutual gravity interactions

of the bodies, accounting for nonplanar effects and gravity terms terms up the fourth order for

both bodies[28]. This model, as described in Sec. 2.1, also assumes the bodies to be rigid, unlike

previously mentioned work by Walsh et al. and others since[13][59]. Because our study is concerned

with the dynamical evolution as opposed to the fission mechanics at work, we do not include the

effects of non-rigidity beyond tidal torques. In order to account for the mutual tidal torques between

the bodies we apply the model described by Murray and Dermott[60][61]. For our solar gravity

model we build on the relative Hill acceleration models described in Jacobson and Scheeres as well

as Fahnestock and Scheeres [30][24]. In addition to the integrated dynamics, our post-processing
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analysis evaluates the dynamics for cohesive failure of the secondary, referred to for simplicity as

secondary fission.

4.1.1 Tidal Torques

The tidal torques arise from reshaping of a body due to a gravitational pull from another

body which forms a tidal bulge on the surface. This is the same process by which the Moon incites

ocean tides on the Earth. Throughout an orbit the influence of gravity on the tidal bulge can induce

a torque on the body. For fissioning rubble-pile binaries this can be an important effect. To model

the tidal torques we implement the classical model described in Murray and Dermott[60][61]. This

model simplifies the system to a sphere orbited by a point mass where the sphere is torqued by the

motion of the point mass. For the purposes of our dynamics model this torque is accounted for on

both bodies simultaneously. The torque induced on the body of interest is

Γi = sgn(~ωi · ~Ω)
3

2
ki

(
3

4πρi

)2GM2
iM

2
j

r6
ijRi

sin
1

Qi
(4.1)

where ~ωi is the inertia spin rate of the body, ~ωi is the orbital angular velocity, rij is the

relative position magnitude between the bodies and Ri is the mass-equivalent spherical radius of

the body. The quantities ki and Qi describe the structural elasticity of the body. ki is the tidal

love number which describes the rigidity of the body; ki = 0 being a fully rigid body. Qi is the

specific tidal dissipation function which describes the lag between the orbital motion of the point

mass and the location of the tidal bulge. By convention these values are considered to be ki = 10−5

and Qi = 100 for rubble-pile asteroids. While this model is only a first order approximation it

allows us to capture the the approximate effect of tidal torques on the dynamics and match the

model implemented in JS2011.
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4.1.2 Solar Gravity

While the mutual gravity of fissioning binaries dominates over most accelerations they might

otherwise be experiencing, the effect of their heliocentric orbit on their mutual orbit can also be

significant over long periods of time. For simplicity we assume that the binaries remain in the

same circular heliocentric orbit throughout their evolution. To capture the effect this has on the

binary’s mutual obit we use a Hill approximation to compute a perturbing acceleration[24][30].

This introduces a perturbation to the relative acceleration and mutual orbit spin acceleration as

r̈Hill = 3n2r cos θ + 2nrθ̇ (4.2)

Ω̇Hill = −2nṙ (4.3)

Where r̈Hill is considered along the relative separation vector and Ω̇Hill is about the mutual

orbit normal. The mean motion, n, is based on a circular heliocentric orbital radius and θ is the

orientation of the mutual orbit relative to the sun-binary barycenter line.

4.1.3 Secondary Fission

To identify secondary fission, we compute a critical spin rate for cohesive failure and check

the secondary’s spin rate throughout a simulation. The critical spin rate is computed as a function

of elongation, α, density, ρ, strength, σ, angle of friction, φ, and the gravity constant, G[62][63].

ω2
c =

4πGρ

3
+

2σ

ρα2

3− sinφ

3 + sinφ
(4.4)

Within each simulation the elongation is selected as the long axis of the body. The gravity

constant, density and strength are selected based on the selected conditions for the simulation. For

the angle of friction we refer to the values studied by Sanchez and Scheeres to analyze cohessive

failure, ranging from 45 to 90 deg [64][32]. Using values from either end of this range our analysis

does not show significant differences in the critical spin rate beyond fractional percentages.
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4.2 Simulation Methodology

The goal of simulation for all three systems studied is to evaluate their dynamic evolution

and to understand the influence fission conditions have on their evolved state. Each of the three

targets is selected to explore the evolution of different system types: 66391 Moshup (1999 KW4)

represents current low mass ratio binaries, 1996 HW1 represents contact binaries and high mass

ratio binaries, and 2000 DP107 further explores the low mass ratio regime while also providing

insight for formation of equatorial craters from binary fission. For each system we identify the

conditions for its fission based on the body shapes and equilibria. A Monte Carlo analysis is then

performed with initial conditions perturbed from the identified fission state and simulated for one

year of integration time. For simplicity it is assumed that all fissions occur in the ecliptic plane. This

assumtion likely skews the orbital states of the formed binaries towards being more relaxed, as solar

gravity would likely excite more out of plane effects for a binary forming off of the ecliptic. Each

simulation is then post-processed to evaluate the fate of the fissioned binary; the fates fall into four

categories: collision, escape, secondary fission, and chaotic orbital capture. Collision is assumed

to occur when system geometry aligns such that the best fit ellipsoid for each of the two bodies

intersect. To account for potential inaccuracies due to this simplified method of collision detection,

the ellipsoids and heuristically evaluated to ensure that the moment of collision is accurate to the

shape models and gives no false positives or negatives. Escape occurs when the secondary crosses

the sphere of influence of the primary’s gravity. Secondary fission occurs when the secondary spin

rate exceeds the critical spin rate as defined in Eq. 4.4 above. Because we are primarily interested

in dynamical events which Jacobson and Scheeres predict to occur within the first one hundred

days and the run time of these simulations is significant we limit the numerical integration to

one full year. The numerical integration is performed with an adaptive Dormand-Prince RK7(8)

while collision detection, escape and secondary fission are evaluated in post-processing[65]. When

classifying the fate of each simulation, the processes leading to each fate tend towards the same

behavior and similar geometry between similarly categorized simulations for a given binary. As
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such little information is lost by using these classifications.

We define the simulations to begin from the moment of fission. Within the framework of the

F2BP a binary system must gain enough energy from YORP or other processes to pass through the

inner unstable equilibrium of the F2BP. As described in Sec. 3.3, the inner unstable equilibrium

acts as an energetic barrier between collision and chaotic orbital capture for the planar second-

order model used in JS2011[31][6][30]. We note that this condition for fission assumes non-cohesive

fission. In our Monte Carlo we use perturbations from this ideal fission condition to account for

the potential increase in the fission spin rate due to weak cohesive forces.

Using the methodology for computing F2BP equilibria described in Ch. 3, we evaluate the

inner unstable equilibrium for the fourth order. The angular momentum value for the calculation

is selected as the circular orbit rate for near-contact geometry dependent on the system of interest.

Our evaluation of the equilibrium at the fourth order finds that the symmetric alignment of the

principal axes present for the second order models breaks down as does the barrier this equilibrium

represents. As a part of the Monte Carlo investigation we evaluate the perturbation to this barrier.

The Monte Carlo conditions for each system are seeded at this equilibrium and perturbed uniformly

in their relative position, velocity, fission spin rate, and relative orientation. Perturbation of the

relative position and velocity are directed only along the relative separation vector to avoid aliasing

with the effects of the spin rate and orientation perturbations. The perturbations of spin rate

maintain the direction of the system angular velocity at fission, but vary the magnitude. Relative

orientation is perturbed by rotating the orientation of the secondary in all three dimension relative

to the equilibrium state. For perturbations of the the position, velocity, and spin rate the values

are only increased to avoid reducing the energy of the system below the minimum for mutual orbit.

To maintain consistency across the three sample systems we compute the perturbation range as a

relative percentage of the computed equilibria.
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4.3 Moshup (1999 KW4)

Asteroid Moshup, previously known by its provisional name 1999 KW4, is an asymmetric

NEA binary that has been extensively studied since its initial discovery. Radar measurements

and shape modeling were performed by Ostro et al. and adopted for this study. The system

characteristics are reported in Table 4.1 with the mass parameters computed assuming a constant

density of 2.0g/cm3.

Table 4.1: Current observed Moshup States based on Ostro et al[1].

Orbit Period [hr] SMA [m] Ecc. Total Mass [kg] Mass Fraction

17.4223±0.036 2548±15 4×10−5 ±1.9×10−3 2.61×1012 0.0372

To identify the fission conditions of the Moshup system we compute the inner unstable equi-

librium when the bodies are nearly resting on one another. We select the Monte Carlo perturbation

to be relatively small, but account for the potential effects of cohesion. The selected initial condi-

tions and perturbations are provided in Table 4.2, where the relative Euler angles are a 1-2-3 set

relating the two body frames.

Table 4.2: Monte Carlo conditions for Moshup analysis.

State Equilibrium
Value

Lower Pert.
Bound

Upper Pert.
Bound

Radial Separation [m] 1038.7 0.0 25

Radial Velocity [mm/s] 0.0 0.0 2.0

System Spin Rate [rad/s] 4.029×10−4 0.0 2×10−5

Rel. Euler Axis 1 [deg] 0.07 -30 30

Rel. Euler Axis 2 [deg] -0.15 -30 30

Rel. Euler Axis 3 [deg] 20.84 -30 30

The simulations of the Moshup system provide us with a well-characterized binary to explore

low mass ratio binary fission. Of the 150 simulated cases the majority either collide or experience

secondary fission, with a subset of secondaries escaping and a handful remaining in a chaotic

captured orbit. Table 4.3 provides the statistical breakdown of these results along with the median

time for the different evolutionary events to occur.
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Table 4.3: Statistical results for Moshup formation simulations

Fate Captured Collision Escape Secondary Fission

# 4 64 27 55

% 2.7% 42.7% 18.0% 36.7%

Median Time N/A 0.52 dy 131.7 dy 84.1 dy

A few immediate comparisons can be made between these results and those of JS2011. Most

significant is the occurrence of recollision after the moment of fission. Recollision appears to be

limited to within the first two days after fission, with the majority occurring within the first half day.

These recollisions likely occur as a result of higher-order and asymmetric mass parameters warping

the topology around the unstable equilibrium such that the allowable region of the dynamics no

longer excludes the full primary’s surface. In the case of secondary fission we also see that our rate

of secondary fission, 36.7%, falls within the 40%± 4% rate seen in JS2011. This comparison is not

one to one, as our model for secondary fission accounts for cohesion. JS2011 has no cohesion, but

assume full disruption of the secondary. We explore the effect of the secondary fission model later

in the section. Finally, we see that the rate of chaotic capture is almost identical to the 2% seen

in JS2011. The clearest point of disagreement is the median time for each events with escape and

secondary fission taking roughly 5 to 10 times as long to occur. This slowing of the evolution and

disruption of the system results from the slower angular momentum transfer from the primary to

the secondary under the higher fidelity dynamics; JS2011 in fact predicts this.

4.3.1 Recollision

Looking more closely at the recollision events, we can better understand the nature and

potential result of the collision. The two key factors of interest here are the location of the impact

on the primary and the surface velocity of the impact. We define the surface velocity as the relative

velocity between the surface of the primary and secondary at the moment of collision as opposed

to the relative velocity between the centers of mass. In Fig. 4.2 the locations of collision on the

Moshup primary are identified along with the magnitude of the surface velocity at the moment of
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impact. The points in the figure are colored by the magnitude of the surface velocity at impact. All

secondary’s are initialized roughly at the equator as identified by the arrow. The point of maximum

extent identifies a bulge on the equatorial ridge that is roughly 20 meters further from the center

of mass that the rest of the equatorial ridge.

34

Moshup/KW4 Collision 
Location

Initial Secondary 
Position

Point of 
Maximum Extent

Figure 4.2: Location of impact locations for collision cases shown in the body fixed frame of the
Moshup primary.

It is clear that the collisions bias towards the location of maximum extent. This occurs

because that location extends roughly 20 meters further from the center of mass than the rest of

the equatorial bulge. Thus secondaries orbiting just above the surface of the primary will hit this

location first. The surface velocity for these collisions ranges from about 20-90 mm/s. This would

be a slow grazing collision unlikely to cause significant fracturing of either body. For context a fall

from 1 cm on Earth will have an impact velocity of about 50 mm/s. We further probe the impact

conditions by mapping the directional distribution of the surface velocity at impact, as in Fig. 4.3.

The velocities are provided in the secondary’s orbit frame where the radial direction is from the

primary’s center of mass to that of the secondary, the cross-track direction is along the orbit in

the direction of the orbital motion and the normal direction is along the orbit normal. The surface

velocity is the relative velocity between the surface of the primary and secondary at the moment
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of impact, accounting for relative spins and velocity.

Figure 4.3: Instantaneous surface velocities of colliding secondaries at the moment of impact for
Moshup simulations.

The range of the radial impact velocities, shown as the color in the figure, is relatively smaller

than the other directions and almost entirely negative, or towards the primary. While positive radial

velocity at impact may not be intuitive, it results from combining the rotation of each body and

relative velocity into the surface velocity. One can imagine that the secondary may be moving away

from the primary but rotate from an orientation with the longest axis pointing along the orbit to

an orientation with the longest axis pointing towards the primary, such that the secondary swings

tangentially into the surface of the primary. The wide range of cross-track and normal velocities

for the impact also implies that these impacts are not only slow but likely would be grazing or

rolling collisions as opposed to more violent and direct impacts. Likely this means that simulating

the results of any potential reformation of the system would require sophisticated models of the

cohesive forces and continuum mechanics at play, an important point for future work.
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4.3.2 Secondary Fission

The most interesting aspect of secondary fission in our model is the out of plane behavior of

the secondary at the moment of secondary fission. In past studies the dynamics have been assumed

to be planar, such that all debris or tertiary bodies remain within the plane. The inclusion of higher

fidelity dynamics in our models shows that secondary fission is likely to be a much more complex

process. To illustrate this we define the dynamic inertia, ID, and effective spin of the secondary,

ωl, at the moment of secondary fission as

ID =
H2

2T
(4.5)

ωl =
2T√
H2

(4.6)

where H and T are respectively the angular momentum and kinetic energy of the secondary.

Fig. 4.4 illustrates the effective spin and dynamic inertia for the fissioning secondaries of the Moshup

system superimposed over the secondary’s moments of inertia. The horizontal bars indicate the

values of the secondary’s moments of inertia. The spin states cluster about the intermediate axis

indicating complex tumbling motion at the time of fission

The dynamic inertia of the bodies is clustered about the intermediate axis, implying complex

tumbling or separatrix motion. This means that any fissioned debris is likely to enter an excited

an out of plane orbit. The implication here is that debris impacting the primary is likely to cause

more randomly located and global craters and potential reshaping events. Likewise debris exiting

the system may be well out of plane.

In comparing the JS2011 secondary fission behavior to this analysis several differing as-

sumptions must be pointed out and compared. The JS2011 secondary fission model assumes the

secondary to be a contact binary made up of two similarly sized spheres without cohesion. In this

model the fission of the secondary can be seen as a balance between the spin of the secondary, the

mutual gravity between the two spheres making up the secondary and the effects of the primary’s

gravity on each lobe of the secondary[30]. Our model assumes the material separated from the sec-
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Figure 4.4: Complex spin state of the secondary at the moment of secondary fission for Moshup
Simulations.

ondary to be much smaller than the secondary itself such that the gravity of the secondary alone

dominates and cohesive forces have a significant effect. As a result we use standard techniques

for tracking cohesive failure on single asteroids[64][32]. While we do not presume which model is

more accurate, there is value in comparing the results of the two models. To implement the JS2011

secondary fission model we define the mass fraction of the components making up the secondary

as νs = Mb/(Ma + Mb), where Ma is the mass of the component initially closest to the primary

and Mb is the mass of the component initially further from the primary. To create the bi-lobed

secondary for the fission model we constrain the sphere radii such that the total mass of the sec-

ondary is constrained to the mass of the polyhedral secondary shape. The centers of each sphere

are fixed to the semi-major axis of the polyhedral secondary’ principal frame and moved along the

axis to maintain the inertial location of the secondary’s center of mass. The bi-lobed secondary

is only used within the evaluation of secondary fission and does not affect any other aspect of the

dynamics model or later analysis. In Table 4.4 we present a comparison of the Moshup results pro-
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cessed with our cohesive secondary fission model as well as the JS2011 bi-lobed secondary fission

model given a range of values for νs = Mb/(Ma + Mb). The median time for secondary fission is

provided in parenthesis in the secondary fission column. The cohesive model is denoted as COH

and is described in Eq. 4.4. The bi-lobed sphere model is denoted with BL and the value of νs.

The entry labelled IBL identifies a secondary fission model which uses the bi-lobed framework, but

assumes it is isolated from the primary and thus ignores the gravitational influence of the primary.

Table 4.4: Comparison of secondary fission results for different models of fission for Moshup Simu-
lations.

Model Secondary
Mass Fraction

Captured Collision Escape Secondary
Fission

COH N/A 4 64 27 55 (84.1 dy)

IBL 1.5×10−5 5 64 27 54 (95.6 dy)

BL 1.5×10−5 10 64 36 40 (109.3 dy)

BL 1-1.5×10−5 7 64 35 44 (114.2 dy)

BL 1.0×10−3 0 64 11 75(59.1 dy)

BL 1-1.0×10−3 0 64 12 74 (61.1 dy)

BL 5.0×10−2 0 63 0 87 (3.7 dy)

BL 1-5.0×10−2 0 63 0 87 (3.8 dy)

BL 0.5 0 54 0 96 (1.0 dy)

The first comparison to be made is between the cohesive case and isolated bi-lobed case. If

the gravity effects of the primary are ignored and the secondary has a sufficiently small fissioning

lobe, νs=1.5×10−5 or a lobe radius of about 5 meters, the two models can be easily compared.

Both cases have a fairly close median time for secondary fission and see nearly identical secondary

fates. Once the gravitational influence of the primary is considered in the lobed model, the results

reflect the importance of the secondary mass ratio. Comparing the two νs=1.5×10−5 cases we see

that that the primary’s gravity slows the secondary fission process. Further if we compare to the

νs=1-1.5×10−5 the significance of the arrangement of the secondary’s lobes is also apparent. In

general if the smaller lobe begins closer to the primary (νs > 0.5) then the secondary fission process

is slowed, compared to when the larger lobe is closer to the primary (νs < 0.5). As the lobes grow

closer in size the secondary fission process speeds up. This is in part because as the smaller lobe
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grows relative to the larger lobe of the secondary the separation between their centers grows. Under

the inverse square form of the lobes’ mutual gravity this reduces the force each lobe exerts on the

other. Likewise the growth in mass of the secondary increases the gravitation pull it experiences

from the primary. The structure of the secondary, whether it be mostly one coherent mass or an

amalgamation of several large masses thus will have significant influence on the secondary fission

process. Regardless, it is clear that in most cases secondary fission is a feasible evolutionary event

for a low mass ratio binary.

Because the secondary fission analysis is done as a post-processing step, the selection of either

model does not affect the out of plane evolution of the system beyond the timing of the fission.

This is to say that the out of plane excitement evolves regardless of the secondary fission model.

However, when fission occurs earlier in the simulation timeline, there will likely be less out of plane

excitement of the secondary. As an example, Fig. 4.5 identifies the complex spin state of the

secondary at fission for the bi-lobed case when νs=0.5. This case has a very quick median time

of secondary fission at roughly 1 day, yet still sees significant excitement of the spin state towards

complex or tumbling motion. The horizontal bars indicate the values of the secondary’s moments

of inertia. The spin states cluster about the intermediate axis indicating complex tumbling motion

at the time of fission.

4.3.3 Escape

The cases of escaping secondaries can give us insight into a potential formation process for

asteroid pairs. Here the relative velocity at escape and spin states of each body at escape are of

interest for comparing to observed asteroid pairs. Because the escape condition here is the moment

that the secondary crosses the primary’s sphere of influence, we can provide a histogram of relative

velocities when a potential asteroid pair could have formed, Fig. 4.6. For reference the sphere of

influence for the Moshup primary is 10370 meters.

We see that the relative velocities are fairly slow, on the order of 5-10 cm/s, and fairly well

distributed across this range. Once again plotting the dynamic inertia and effective spin of the
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Figure 4.5: Complex spin state of the secondary at the moment of secondary fission using the
bi-lobed secondary fission model with νs=0.5 for Moshup Simulations.

secondary, we can probe the behavior at the moment of escape, Fig. 4.7.

These spin states imply a fairly excited state for the ejected secondary that would likely have

a significant affect on its continued evolution as a single and small complex rotating asteroid. The

same cannot be said of the primary whose spin state, Fig. 4.8, is largely unaffected by the ejection

of the secondary, beyond the minor effects of the initial fission.
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Figure 4.6: Magnitude of relative velocity as the secondary crosses the primary’s sphere of influence
for Moshup Simulations. The sphere of influence for the Moshup primary is 10370 meters.

Figure 4.7: Complex spin state of the secondary at the moment of escape for Moshup Simulations.
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Figure 4.8: Complex spin state of the primary at the moment of secondary escape for Moshup
Simulations.
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4.3.4 Chaotic Orbital Capture

The small handful of captured secondaries remaining in orbit after a year of integration

are likely statistically insignificant, but can still provide useful insight. Probing their secondary

spin states after a year of integration, Fig. 4.9, reveals very excited systems likely not far from

a disruptive event, based on the 2.2-2.3 hour spin barrier identified in past work by Pravec et

al. 1998 and Sanchez and Scheeres 2014[33][64]. The horizontal bars indicate the values of the

secondary’s moments of inertia. The spin states are well distributed, but perturbed significantly

from the relaxed spins about the minimum or maximum moments of inertia.

Figure 4.9: Complex spin state of the secondary in chaotically captured cases after one year of
integration for Moshup Simulations.

4.4 1996 HW1

HW1 is used to represent two categories of NEA binary: fissioning contact binaries and high

mass ratio binaries. The current geometry of HW1 is that of a contact binary, however we use a
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fictitiously fissioned model for this study, Fig. 4.10.

Figure 4.10: Split lobes of current 1996 HW1 geometry[7].

The current observed characteristics of HW1 are presented in Table 4.5[2][3]. The mass

parameters are based on a constant density evaluation of the radar shape model assuming a density

of 2.0g/cm3. Two values are provided for each ellipsoidal semi-axis, where the first value corresponds

to the approximate ellipsoidal semi-axis of the primary and the second value corresponds to the

secondary.

Table 4.5: Current observed 1996 HW1 based on observations by Magri et al. and Howell et al[2][3].

Spin Period [hr] a [m] b [m] c [m] Total Mass [kg] Mass Fraction

8.76±4×10−5 1213 / 773 816 / 70. 761 / 692 8.68×1012 0.33

The fictitiously fissioned shape models were developed in past work by Hirabayashi and

Scheeres which derived the minimum strength of the asteroid for its current geometry [7]. While

these shape models both have sharp angles at the neck where the fission is assumed to occur, the

approximation of the mass distribution at the fourth order smooths this discontinuity because it

does not converge identically to the shape. Table 4.6 identifies the uniform distribution of initial

conditions used for the Monte Carlo simulations of the fission. We sample uniformly between

the upper and lower perturbation bounds. The relative Euler angles define the relative orientation

between the primary and secondary away from the current contact geometry. For the radial velocity

and system spin rate two values for each entry are provided, where the first corresponds to the

cohesion-less fission and the second corresponds to an additional set of simulations considered to
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fission at a 4 hour spin period.

Table 4.6: Monte Carlo conditions for the HW1 analysis.

State Equilibrium
Value

Lower Pert.
Bound

Upper Pert.
Bound

Radial Separation [m] 1756.2 0.0 44

Radial Velocity [mm/s] 0.0 0.0 3.2 / 6.1

System Spin Rate [rad/s] 3.681×10−4 /
6.981×10−4

0.0 1.85×10−5 /
3.49×10−5

Rel. Euler Axis 1 [deg] 0.0 -30 30

Rel. Euler Axis 2 [deg] 0.0 -30 30

Rel. Euler Axis 3 [deg] 0.0 -30 30

For the simulations of HW1, the larger secondary in such a system significantly slows the

transfer of angular momentum from the primary to the secondary, resulting in a much different

evolutionary pathway. The statistical results from these simulations are presented in Table 4.7.

Table 4.7: Statistical results for HW1 formation simulations

Fate Captured Collision Escape Secondary Fission

# 114 59 2 0

% 65.1% 33.7% 1.1% 0%

Median Time N/A 2.1 hr 146.0 dy N/A

The most significant difference from the low mass ratio Moshup system is the lack of secondary

fission and rarity of escape. Additionally we see that the rate of collision decreases slightly and the

rate of chaotic capture increases significantly. While the rate of collision is likely dependent on the

dynamical state, the rate of capture results from the slower angular momentum transfer prevents

disruption of the system by escape or secondary fission. This agrees with the results of JS2011,

whose longer integrations of high mass ratio binary evolution indicate a slower relaxation towards

the outer stable doubly synchronous equilibrium on the order of 104 to 106, depending on the mass

distributions of the asteroids.
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4.4.1 Recollision

While the collision rate for HW1 is relatively close to that of the Moshup system, the behavior

is much different. In Fig. 4.11 we identify the location on the primary of impact and the surface

velocity magnitude of the collision. The points are colored by the magnitude of the surface velocity

at impact. All secondaries are initialized roughly resting on the flattened surface of the primary

shape model.

Figure 4.11: Location of impact locations for collision cases shown in the body fixed frame of the
HW1 primary.

In this case we see that all of the collisions occur immediately after the fission, but still at

relatively low surface velocities. This implies that the topology of the inner unstable equilibrium for

HW1 is actually shifted further away from the body by higher order effects where many simulations

are simply initialized within the topologically distorted collision barrier, rather than more slowly

falling inwards as was the case for Moshup. Fig. 4.12 shows an example of the relative separation

evolution for a collision case, showing a fast and direct fall inwards.



67

Figure 4.12: Evolution of the relative separation in a colliding case for HW1 simulations.

The collision separation, red, represents the the minimum distance between the two asteroid

barycenters before they collide given their instantaneous relative attitude and position throughout

an integration. The relative separation, blue, shows the actual separation between the two aster-

oid barycenters throughout the integration. Once the relative separation falls below the collision

separation the asteroids are considered to have collided. For this case we see that the system is

initialized just above the collision separation. After roughly 0.02 days the asteroids experience their

initial collision. Within the post-processing this would be considered the time of collision. The

evolution of the dynamics beyond this point shows a quick descent as opposed to a slow orbital

decay over several periods.

Turning next to the distribution of the surface velocity at impact we see similarly slow

velocities, Fig. 4.13. The velocities are provided in the secondary’s orbit frame where the radial

direction is from the primary’s center of mass to that of the secondary, the cross-track direction

is along the orbit in the direction of the orbital motion and the normal direction is along the
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orbit normal. The surface velocity is the relative velocity between the surface of the primary and

secondary at the moment of impact, accounting for relative spins and velocity.

Figure 4.13: Instantaneous surface velocities of colliding secondaries at the moment of impact for
HW1 simulations.

However the radial velocity range is much larger in magnitude than that of Moshup and does

not come nearly as close to 0. This results from the more immediate collisions seen for this case,

likely due to the higher dimensionality morphing of the topology of the inner equilibrium barrier

to collision.

4.4.2 Escape

Although there are only two escaping cases, likely outliers, it is still of interest to investigate

their states at the moment of escape. We provide the complex spin state of the primary and

secondary, Fig. 4.14 and 4.15, and the relative velocities at escape, Fig. 4.16.

We see that the spin state of the primary is much more excited at the moment of escape than

for the case of Moshup, while the behavior of the secondary is fairly similar. The excited primary
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Figure 4.14: Complex spin state of the primary at the moment of secondary escape for HW1
simulations.

spin state result partially from its elongated shape being more susceptible to gravity torques from

the secondary but also is due to the secondary large mass. This may imply that for high mass ratio

asteroid pairs the spin states will be particularly excited.
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Figure 4.15: Complex spin state of the secondary at the moment of secondary escape for HW1
simulations.

Figure 4.16: Magnitude of relative velocity as the secondary crosses the primary’s sphere of influence
for HW1 simulations. The sphere of influence for the HW1 primary is 28951 meters.
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In addition to the particular details of the asteroid dynamics at the time of escape, HW1

provides a good example to explore the angular momentum transfer process which excites binary

orbits from captured to escape trajectories. The process of angular momentum transfer from binary

asteroid spin states into the orbital states has been studied extensively by Scheeres, Harris, Walsh

and others[66][67][13][68]. The essential idea of the process is that as the secondary moves towards

periapsis its orbital motion couples with the primary’s spin and the primary’s shape is able to torque

the orbit of the secondary, transfering the primary’s the angular momentum and energy into the

mutual orbit. In Fig. 4.17 we identify this interaction in a simulation of HW1 which occurs just

before the secondary escapes the system. The system is shown in the primary’s principal frame

with its angular momentum oriented out of the page.

1 2

4 5

3

6

Figure 4.17: Example of angular momentum transfer in the HW1 system.

The six frames show the secondary moving through periapsis and gaining angular momentum

from the primary’s spin and shape before moving towards an escaping trajectory. As the secondary

approaches periapsis in, frame 1 to 2, it is moving with a lower angular velocity than the primary’s

spin. Its periapsis occurs nearly in exact alignment with the primary’s major axis, maximizing the

gravitational torque it experiences. After periapsis passage the secondary has been orbitally torqued

such that its angular velocity surpasses that of the primary. Shortly afterwards the secondary is
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moving along a trajectory to escape the system.

4.4.3 Chaotic Orbital Capture

The abundance of chaotically captured secondaries at the end of a year of integration is in

stark contrast to the low mass ratio Moshup results. As previously described the higher mass ratio

of HW1 prevents the large flow of angular momentum from the primary to the secondary. Instead

the bodies exchange angular momentum between each other and the orbital state more freely. While

this prevents either body from reaching a critical spin rate for fission regardless of the fission model

used, it does lead to a much more excited spin state of each body and a rapidly changing mutual

orbit. Fig. 4.18 and 4.19 provide the complex spin state for the chaotically captured primaries and

secondaries after a year of integration.

Figure 4.18: Complex spin state of the primary in chaotically captured cases after one year of
integration for HW1 simulations.

The excited spin states of both bodies are clear, and the excitement of the primary towards

the tumbling state is extreme when compared to the low mass ratio cases. Because no secondary
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Figure 4.19: Complex spin state of the secondary in chaotically captured cases after one year of
integration for HW1 simulations.

fission occurs for these cases, even when the simulations are extended for an additional year of

integration, slower methods of energy dissipation dominate. Over these longer periods of time, the

planar second-order dynamics modelled in JS2011 likely dominate and the systems would slowly

relax towards the doubly synchronous state, as seen in JS2011[30].

4.4.4 Effects of Increasing Fission Spin Rate

We further explore the effect of the initial fission spin rate and potential for cohesive fission

to change the end state of the binary’s evolution. To do this we run an additional set of simulations

for HW1 with a fission spin rate of 4 hours, as opposed to the previous 4.74 hours. Other than

the spin rate all other states are initialized with the same values as presented in Table 4.6 above.

We do not recompute the unstable equilibrium in order to isolate the potential effects of cohesion

under the same fission geometry . Table 4.8 provides the statistics for this faster spinning fission

case.
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Table 4.8: Statistical results for 4 hour fission period HW1 formation simulations

Fate Captured Collision Escape Secondary Fission

# 0 11 137 0

% 0% 7.4% 92.6% 0%

Median Time N/A < 1 hr 6.6 dy N/A

The increase in the initial energy and angular momentum at fission results in a much faster

and nearly inevitable disruption of the system, with 93% of secondaries escaping in a median time

of 6.6 days. All other systems collide with the primary. This suggests that, at least for high mass

ratio binaries, the initial fission must be relatively gentle and not dominated by cohesive forces.

4.5 2000 DP107

Previous studies of rotational asteroid fission and binary pairs predict equatorial craters to be

a result of the inset mass ejection fission model and identify potential craters on binary pair shape

models[41][69]. Both NASA’s OSIRIS-REx mission and JAXA’s Hayabusa 2 identify this type of

topography on their target asteroids, potentially suggesting the fission process is more common in

the NEA population than previously thought[70][71]. DP107 thus provides a convenient example

to test the feasibility of the equatorial crater as a topographic marker for this model of fission by

testing formation rates of binaries and asteroid pairs. Radar shape models of DP107 identify an

equatorial crater on the primary similar in size to the secondary asteroid[4]. The current state

based on these measurements is provided in Table 4.9.

Table 4.9: Current observed 2000 DP107 States based on Naidu et al while the mass parameters
are based on a constant density evaluation of the radar shape model assuming the measured density
of 1.38 g/cm3 [4].

Orbit Period [hr] SMA [m] Ecc. Total Mass [kg] Mass Fraction

42.48±0.48 2659±80 0.019±0.01 4.8430×1011 0.0469

To approximate mass inset fission we seed the unstable equilibrium solver with the secondary

asteroid placed within the current crater, illustrated in Fig. 4.20. The view is isometric, looking

10 degrees down onto the orbit plane. The secondary is inset within the crater of the primary but
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a few meters from the surface.

Figure 4.20: Relative geometry of the initial geometry at fission for DP107.

Because the secondary is placed within the crater and not principally aligned, the equilibrium

solver identifies a facsimile to the unstable equilibrium which is essentially an orbit instantaneously

near a doubly synchronous states. The distribution of initial conditions sampled for the Monte

Carlo is provided in Table 4.10.

Table 4.10: Monte Carlo conditions for the DP107 analysis.

State Equilibrium
Value

Lower Pert.
Bound

Upper Pert.
Bound

Radial Separation [m] 652.0 0.0 16

Radial Velocity [mm/s] 0.0 0.0 1.1

System Spin Rate [rad/s] 3.436×10−4 0.0 1.77×10−5

Rel. Euler Axis 1 [deg] 0.0 -30 30

Rel. Euler Axis 2 [deg] 0.0 -30 30

Rel. Euler Axis 3 [deg] 0.0 -30 30

Because DP107 was initialized with the secondary set in the primary’s equatorial crate and not

principally aligned, comparison of the Monte Carlo results with Moshup is not simple. The statistics

from the DP107 simulations are presented in Table 4.11. These results show all simulations colliding

with the primary, suggesting extreme difficulty for the inset mass process of binary formation.
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Table 4.11: Statistical results for DP107 formation simulations

Fate Captured Collision Escape Secondary Fission

# 0 150 0 0

% 0% 100% 0% 0%

Median Time N/A 0.2 dy N/A N/A

4.5.1 Recollision

Unfortunately for the case of DP107 we see that all secondaries collide for the nominal Monte

Carlo perturbations. The likely cause of this is the placement of the secondary within the recess

of the crater such that from the point of fission it does not have the outward velocity or energy

to quickly move out of the crater without hitting the crater’s edge. The points are colored by the

magnitude of the surface velocity at impact. All secondary’s are initialized within the crater seen

on the right side of the equator in this view.

Figure 4.21: Location of impact locations for collision cases shown in the body fixed frame of the
DP107 primary.

Looking at the impact locations, Fig. 4.21, we can see that this explanation describes a large
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fraction of the collisions. For a subset of cases the secondary is able to leave the confines of the

crater, but still recollide shortly after. These cases likely fission onto a highly elliptical orbit, with

periapsis below the asteroid surface, and begin their descent back towards the primary before their

orbits have been sufficiently circularized.

Figure 4.22: Instantaneous surface velocities of colliding secondaries at the moment of impact.

The distribution of the surface velocity directions, Fig. 4.22, appears to further support this

explanation. Firstly, it shows that a majority of the collisions occur at low, and sometimes outward,

radial velocities. These points correspond the secondaries which fail to escape the crater, colliding

within the crater surface or edge mostly with cross-track and normal-velocity on their way out of

the crater. Comparing the larger radial velocity impacts we see that the velocity magnitude in the

other directions is much smaller, implying a more direct collision than what was seen for Moshup

or HW1.
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4.5.2 Further Analysis of Secondary Fission

An argument can be made for the DP107 cases that the secondary may have sufficient energy

to fission and launch one portion of the body into the orbit under the bi-lobed secondary fission

model. This argument can be taken to the extreme by applying the model with equally sized lobes,

equivalent to a mass fraction of 0.5. Unfortunately, as shown in Table 4.12, the majority of the

recollisions occur so quickly that only a single secondary experiences fission before returning to the

surface of the primary.

Table 4.12: Statistical results for DP107 formation simulations with the bi-lobed secondary fission
model and a secondary mass fraction of 0.5

Fate Captured Collision Escape Secondary Fission

# 0 149 0 1

% 0% 99.3% 0% 0.7%

Median Time N/A 0.2 dy N/A 0.1 dy

Further exploring the results of the bi-lobed secondary fission model for DP107 we can identify

the bounds of the secondary mass-fraction which enable secondary fission to occur before recollision.

The identified condition is

0.107 ≤ νs ≤ 0.816 (4.7)

This tells us that such a secondary fission requires that the body be composed of relatively

large mass elements.

4.5.3 Higher Energy Formation

Based on the results of this initial set of simulations it is clear that for the DP107 secondary

to successfully fission from the equatorial crater, the initial conditions must be more energetic. This

would allow the secondary to escape the crater and enter a captured orbit. We use two approaches

to try and explore the DP107 formation conditions. The first is to assume cohesion plays a more

significant role in the fission as was attempted with HW1 in 4.4.4. In this case the Monte Carlo
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conditions and perturbation bounds are maintained, but the system initial spin period is sped

up from 5.08 hours to 3.85 hours. The second approach is to explore the dynamical space more

widely by increasing the perturbation bounds while maintaining the same initial conditions. The

perturbation bounds for this wider Monte Carlo are provided in Table 4.13.

Table 4.13: Wide Monte Carlo conditions for the DP107 analysis. We sample uniformly between
the upper and lower perturbation bounds.

State Equilibrium
Value

Lower Pert.
Bound

Upper Pert.
Bound

Radial Separation [m] 652.0 0.0 160

Radial Velocity [mm/s] 0.0 0.0 45.3

System Spin Rate [rad/s] 3.436×10−4 0.0 1.37×10−4

Rel. Euler Axis 1 [deg] 0.0 -30 30

Rel. Euler Axis 2 [deg] 0.0 -30 30

Rel. Euler Axis 3 [deg] 0.0 -30 30

The results of these Monte Carlo sets are best compared using both the cohesive and bi-

lobed secondary fission models. In Table 4.14 the statistical results for both Monte Carlo sets

post-processed with both secondary fission models are provided.

Table 4.14: Comparison of secondary fission results for faster spin rate and wider perturbation
Monte Carlo analyses of DP107.

Model Secondary
Mass Fraction

Captured Collision Escape Secondary
Fission

DP107 with Initial Spin Period of 3.85 hours

COH N/A 0 91 58 1 (4.92 dy)

BL 1×10−7 0 86 58 6 (2.64 dy)

BL 1×10−5 0 84 58 8 (2.377 dy)

BL 1×10−3 0 70 56 24 (2.137 dy)

BL 0.5 0 0 0 150 (0.03 dy)

DP107 with Wider Monte Carlo Perturbation Bounds

COH N/A 0 146 4 0

BL 1×10−7 0 145 4 1 (1.02 dy)

BL 1×10−5 0 145 4 1(1.00 dy)

BL 1×10−3 0 148 4 8 (0.827 dy)

BL 0.5 0 56 0 94 (0.05 dy)

The broad conclusion to be made from these results is that in both cases the majority of
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secondaries recollide or escape unless the secondary is composed of fairly large mass elements. In

the case that the secondary does fission it occurs very quickly, potentially in less than an hour.

This suggests that formation of binaries with equatorial craters like DP107, assuming the secondary

fission pathway described in JS2011, is only likely given a particular case of rubble pile asteroid

with sufficiently large boulders or other mass elements. Looking more closely at the 3.85 hour

initial spin period case the dynamics appear to dictate that a similar number of secondaries either

collide or escape, ignoring secondary fission of these cases. There is a delicate balance based

on the initial spin period that leads to this; if the initial spin period is reduced to 4 hours the

secondaries all recollide and if the spin period is increased to 3.75 hours the secondaries all escape.

This presents an interesting comparison with the 2.2 hour spin barrier traditionally observed in

the NEA population; suggesting that systems fissioning near this barrier would be more likely to

form asteroid pairs than binary systems. In the case of wider Monte Carlo perturbation bounds

the vast majority of secondaries recollide with a small subset having the potential to escape due

to the relatively large range of velocity perturbations. One possible explanation for the difficulty

identifying a formation pathway for DP107 is the initialization of the secondary near the crater as

opposed to being closer to the unstable equilibrium. This would reinforce the importance of this

state as a boundary or gateway for binary formation. As such it may have implications for the

mass distribution of binaries with equatorial craters, assuming the crater was the original site of

the secondary before fission.

4.6 Broad Comparison to Past Work

Many past binary formation and evolution studies have relied on a range of assumptions in

order to broadly study the system dynamics or particular processes. Within this work we are able

to apply computationally efficient high fidelity dynamics models in order to lift these assumptions

and more rigorously test the theories and conclusions presented in past work. In broad strokes, we

reconfirm many past findings. We find that low mass ratio binaries like Moshup and DP107 tend

towards disruption and require a fast acting means of energy dissipation, such as the secondary
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fission process proposed in JS2011, in order to relax into their current observed orbital states. Like-

wise the slow angular momentum transfer available to high mass ratio binaries prevents excitement

to secondary fission, instead suggesting a slower evolutionary pathway as described by Jacobson

and Scheeres. We additionally find explicit examples of the angular momentum transfer from an

elongated primary into the mutual orbit of a binary leading to escape in the HW1 simulations;

similar behaviors occur for Moshup and DP107 although not as easily illustrated[68]. In studying

the formation of binaries via inset mass ejection we identify the difficulty of this process without

the inclusion of secondary fission. Likely this can be argued to be a result of the dynamical struc-

ture of the F2BP away from the unstable equilibrium. In general we show that the inclusion of

higher order gravity terms and non-planar dynamics slows the evolutionary processes at play but

does not significantly alter the formation of binaries. However, these more complex dynamics do

topologically morph the zero velocity curves near the unstable equilibrium as discussed in Sec. 3.3.

This complicates its behavior as a barrier to fission and introducing the possibility of low velocity

recollision with the primary. Given the relatively high rate of recollision we see it would be expected

that binaries or contact binaries may have small craters or impacts from these events, but a better

understand of these interactions would be necessary to identify the exact observable markers.

In detailed comparison with the JS2011 we identify slower formation processes and recollision

as a new form of potential disruption. For low mass ratio binaries, like Moshup, we see that both

escape and secondary fission occur on a much slower time scale, albeit with the same number

of cases. As a result of the recollision events possible in our model we also see a significantly

decreased number of escaping secondaries, with the number of chaotic capture and secondary fission

remaining roughly the same. This suggests potentially fewer asteroid pairs resulting from this type

of binary fission than may have been expected by Jacobson and Scheeres. For the high mass

binaries, like HW1, Jacobson and Scheeres see most secondaries remaining chaotically captured

and slowly relaxing towards the doubly synchronous equilibrium. Our study of HW1 seems to

support this with the caveat of potential recollision. While our study of DP107 deviates from the

Jacobson and Scheeres study it does support the need for secondary fission as a means to dissipate
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the energy of the secondary in order to form a stable low mass ratio binary.

In our study of secondary fission two models can be tested against one another, one assuming

only cohesive forces while the other focused on the gravitational effects of the primary on the

components making up the secondary. In the case of the Moshup system we show that regardless

of the secondary fission model employed and the size of the fissioning particles, between one and

two thirds of systems experience secondary fission. While the ejection of meter sized objects

from the secondary is not likely to alter the secondary’s orbit as significantly as larger masses,

realistic secondaries are likely to be more complex than the bi-lobed model used. This suggests

that secondary fission remains a likely pathway for the evolution of low mass ratio binaries, while

also indicating that a more complex and rigorous study be performed. The difficulty of stabilizing

a binary like DP107 before recollision without secondary fission further supports this argument,

although the system is a unique subset of binary fission. In comparison with previous work by

Walsh et al., where the secondary asteroids are assumed to be rubble piles potentially containing

large components with radii in the 10’s of meters, our secondary fission study of Moshup, Table

4.4, suggests these binaries are likely to experience secondary fission[72].

4.7 Summary

Building on past work by Scheeres, Jacobson, Walsh, and others we are able to apply im-

proved binary asteroid simulation tools to further analyze the formation and evolution of these

systems. Moshup, 1996 HW1 and 2000 DP107 are used as example systems to capture the par-

ticular evolutionary pathways identified in past studies. For each of these systems a Monte Carlo

analysis of their conditions at formation is performed to understand the dynamics at play. We find

that for low mass ratio binaries, like Moshup and DP107, disruption, via escape or re-collision, is

the most likely outcome unless some form of secondary fission is allowed to occur. For high mass

ratio binaries, like HW1, our simulations show short term escape to be an unlikely outcome given

standard models of contact binary fission; instead suggesting a slower evolution towards a stable

doubly synchronous state. In our analysis of these three systems we also identify topological effects
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of higher order gravity terms and out of plane motion on the inner unstable equilibrium of the

F2BP. Previously this equilibrium was considered a barrier to re-collision, however we find that

the increased dimensionality of the dynamics warps the topology of the dynamical structure such

that re-collision is able to occur. While the re-collision case is new within the framework of our

analysis, it does not appear to significantly change the evolutionary pathways identified in previous

studies.



Chapter 5

Remote Estimation of Doubly Synchronous Binary Asteroid Mass Parameters

In this chapter we explore the feasibility of binary asteroid mass parameter estimation based

on remote observations. In Sec. 3.2 we identified the eight dynamical families or oscillations

about the outer stable doubly synchronous equilibrium, hereto after referred to as the doubly

synchronous equilibrium. We leverage this analysis to understand the observability of the mass

parameters based on the sensitivity of the dynamics matrix and associated eigenvalues to the mass

parameters. We begin with a numerical study of the planar problem wherein we vary the mass

parameters and identify the numerical change in the linearized periods of the dynamical families.

Next, we linearize the dynamics matrix with respect to the mass parameters, allowing for the

computation of sensitivity of the linearized dynamical family frequencies with respect to the mass

parameters. From here, a prototype estimation approach is developed for the planar problem using

a differential corrector. As this approach is under-constrained, it is expanded to the nonplanar

problem and used to analyze the estimation of the mass parameters. Finally, we explore the

feasibility for near-spherical binaries, such as Pluto-Charon, where many of the dynamical families

are not feasibly observable.

5.1 Mass Parameter Estimation in the Planar Problem

The initial estimation analysis is performed for the planar problem as this is the simplest

form of the dynamics. Before employing an analytical approach, we perform a numerical analysis

of the sensitivity of the fundamental frequencies to the mass parameters. Using this approach we
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are able to identify specific trends in the dynamics associated with particular mass parameters.

Additionally, the numerical analysis provides a rough approximation of the how sensitive the dy-

namics are to the mass parameters. Once we can ascertain the trends present in the system, we

derive an analytical sensitivity of the fundamental frequencies, essentially the eigenvalues, to the

mass parameters. Given the analytical model we can implement gradient descent estimation of the

mass parameters from simulated measurements of the fundamental frequencies. While we find that

the planar problem is under-constrained for estimation, it provides a prototype for the nonplanar

implementation in the following section.

5.1.1 Numerical Sensitivity of Dynamical Families to the Mass Parameters

To begin we numerically survey the dynamical families of the planar problem to explore their

sensitivity to the mass parameters. In the linear form, the dynamical families each form an elliptic

oscillation of arbitrary amplitude about their associated state with a unique linear period (Table

3.2). Of interest in the linear system is the influence of the mass parameters on the linear periods of

each dynamical family. To explore this we evaluate the linear periods of the system as the density,

volume and axes of each body are scaled, shown in Figs. 5.1-5.3.
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Figure 5.1: Behavior of planar doubly synchronous dynamical family linear periods as the density
of the system is scaled.

Figure 5.2: Behavior of planar doubly synchronous dynamical family linear periods as the volume
of each body is scaled.
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Figure 5.3: Behavior of planar doubly synchronous dynamical family linear periods as the length
of each ellipsoid axis is scaled.
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As the density is scaled upwards in Fig. 5.1, the periods each decrease in length. This implies

a link between the system mass and the speed of its motion. The two phase angle periods also show

very similar behavior. They have a roughly constant gap between their period vlaues, a unique

behavior associated with density scaling. In the case of volumetric, or mass ratio, scaling, Fig. 5.2,

the separation and secondary phase angle periods show a muted response, while the behavior of

the primary phase angle period shows a high sensitivity. In this figure, and the axis scaling figure,

Fig. 5.3, there is an apparent switching of the primary and secondary phase angle periods near

the unity scaling factor. This occurs when the secondary becomes more massive than the primary

as the bodies are scaled, resulting in the gravitational dominance switching from the primary to

the secondary. It is also of note that the scaling of the minor and intermediate axes is truncated

near the scaling factor of one, this is done to avoid degeneration of the system by scaling the body

to a oblate spheroidal shape. In the axial scaling analysis, Fig. 5.3, as each of the three axes is

independently scaled, regardless of the body, a unique response occurs in the periods for each axis

scaling. This implies unique behavior associated with each moment of inertia. While the analysis

does not provide a definite method of determining the observability of the mass parameters, it

does point towards unique behaviors of the system as different aspects of the mass distribution are

scaled. We thus conclude that oscillations about the equilibrium likely will impact observations of

binary systems to a significant degree.

5.1.2 Planar Estimation

To further understand the influence of the mass parameters on the fundamental frequencies,

we derive their analytical sensitivity to the mass parameters under the planar and second-order

assumptions. The periods of the fundamental frequencies are considered as idealized measurements

made by observers. While direct observations of the dynamics would require extensive observations

in close proximity, the frequencies more succinctly contain the same information content. Compared

to direct observations of the dynamics, the fundamental frequencies provide a best case analysis.

We approximate the sensitivity of the fundamental frequencies to the mass parameters as
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δ~Ω =
∂~Ω

∂ ~T
• δ ~T (5.1)

Where the vector ~Ω is the set of fundamental frequencies derived from the eigen decomposition

and the doubly synchronous orbit rate

~Ω =

[
~Λ, θ̇

]
, where ~Λ =

[
βR, βφ1 , βφ2

]
(5.2)

with βi representing the linearized dynamical family periods, Pβi . The vector ~T is the set of second

order principal-axis inertia integrals

~T =

[
T 2,0,0
A , T 0,2,0

A , T 0,0,2
A , T 2,0,0

B , T 0,2,0
B , T 0,0,2

B

]
(5.3)

It is assumed that knowledge about the mass of each body is gained from its relative separation and

the reflex motion of the system about its center of mass. We define ∂~Ω
∂ ~T

as the sensitivity matrix,

with which a least norm differential corrector can be used to estimate the mass parameters based

on the observed frequencies.

The three frequencies arising from the dynamical family analysis are not analytically derived be-

cause of the complexity of the dynamics matrix and instead were computed numerically. Because

of this, the partials of these frequencies could not be derived in closed form. Instead we leverage

properties of the characteristic equation

|A− λiI| = 0 (5.4)

0 = anλ
n
i + an−1λ

n−1
i + ...+ a1λi + a0 (5.5)

Where the coefficients an represent coefficients found from the determinant computation. Here the

dynamics matrix, A, is identical to that in 3.2.1. We then take the partial of the characteristic

equation in its polynomial form with respect each element j of the mass parameter vector, ~T .

0 =
∂an

∂ ~T (j)
λni + an

∂λi

∂ ~T (j)
λn−1
i +

∂an−1

∂ ~T (j)
λn−1
i + an−1

∂λi

∂ ~T (j)
λn−2
i + ... (5.6)

+
∂a1

∂ ~T (j)
λi + a1

∂λi

∂ ~T (j)
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We can then solve for the the partial ∂λi
∂ ~T (j)

by substituting the numerically generated values of

λ. Using the imaginary component of this partial, we can compute the matrix ∂~β

∂ ~T
for use in the

sensitivity matrix.

For the planar and second-order realization of the problem, the sensitivity matrix is rank

deficient at rank 4 while having 6 columns from vector ~T . As a result the differential corrector

will find a solution lying in a two dimensional solution plane, defined by two nullspace vectors of

the sensitivity matrix. Because the mass parameters of interest are the second order principal-axis

inertia integrals, we can utilize the definition of the inertia ellipsoid

Izz ≤ Ixx + Iyy (5.7)

Izz ≥ Iyy ≥ lxx (5.8)

and thus constrain the valid area on the solution plane.

If such an estimation scheme were to be used, then other system observations and measure-

ments would need to be gathered to find an exact solution. For instance flybys of either asteroid

measuring the spherical harmonics or other mass tracking techniques. In the case of spherical

harmonics measurements, constraints can be derived from the relationship[73]

Ixx − Iyy = −4Mr2
sC22 (5.9)

Iyy − Izz = r2
s(C20 − 2C22) (5.10)

Where rs is an arbitrary scaling length. The projection of these constraint lines onto the

solution plane provides the information necessary to reduce the estimated solution from a two

dimensional space to a single point.

We illustrate the planar estimation approach in Fig. 5.4 by computing a set of initial mass

parameter guesses with a Gaussian perturbation up to 5% from the “truth” mass parameter values.

These are then projected onto the solution plane, shown as the red points, where the axes are the

two nullspace vectors. We then project the inertia ellipsoid constraints onto the solution plane as
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the sets of green and magenta lines, for the primary and secondary. Finally, the spherical harmonics

constraints are projected onto the solution plane as the blue and black lines for the primary and

red and cyan lines for the secondary. Because of the similarity in shape between Patroclus and

the secondary Menoetius, the constraint lines appear to be overlapping in the figure. For a more

dissimilar binary pair the spherical harmonics constraint lines would be more distinct. With all of

these bounds and constraints in the figure, the different steps of this estimation process are clear;

resulting in the final green truth at the crossing of the spherical harmonics constraints.

Figure 5.4: Projection of planar mass parameter estimates onto the solution nullspace plane.
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5.2 Mass Parameter Estimation in the Nonplanar Problem

While the planar approach to remote mass parameter estimation turns out to be under-

constrained, it does show the mathematical feasibility of such an approach. Thus the dynamics are

expanded to the nonplanar problem, for which there are sufficient constraints between the dynamics

and mass parameters. We begin the nonplanar approach by following the same general structure

as for the planar problem. Mass parameters of interest, up to the second-order, are identified

and the sensitivity of all eight nonplanar fundamental frequencies is derived. An example case

is provided for the nominal 617 Patroclus system and the statistics of the estimate are analyzed.

Next, the approach is analyzed for broader set of ellipsoidal dimensions to test the breadth of the

mass parameter estimation.

5.2.1 Dynamical Oscillation Constrained Estimation

As with the planar case, for observations of the nonplanar system, we make the assumption

that the reflex motion has been well characterized, providing constraints on the relative separation

and the mass ratio, defined here as

µ =
M2

M1 +M2
(5.11)

Thus the mass of each body can be evaluated based on an estimate of the total mass

MT = M1 +M2 (5.12)

As a result our estimated mass parameters can be the total mass and and second order inertia

integrals for both bodies.

~T =

[
MT , T 2,0,0

A , T 0,2,0
A , T 0,0,2

A , T 2,0,0
B , T 0,2,0

B , T 0,0,2
B

]
(5.13)

Given the increase in the number of system dynamical families the system frequency vector, ~Ω, for

the nonplanar estimation becomes

~Ω =

[
β1, β2, β3, β4, β5, β6, β7, θ̇

]
(5.14)
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For this estimation we now have more observables than estimated values, thus the problem is over-

constrained and can provide a full solution for the mass parameters from a theoretical standpoint.

The process of estimation will again apply Eq. 5.1, however the larger and more complex

dynamics matrix for the nonplanar problem requires a new approach to computing the partials of

the fundamental frequencies with respect to the mass parameters. Properties of the left and right

eigenvectors are leveraged to compute the frequency partials. The left eigenvectors are defined as

λi~vi = AT (~T )~vi (5.15)

while the right eigenvectors are defined as

λi~ui = A(~T )~ui (5.16)

where the i indicates the specific eigenvalue-vector pair. To begin the derivation, the partial of the

right eigenvalue equation is taken with respect to the jth mass parameter

∂λi

∂ ~T (j)
~ui + λi

∂~ui

∂ ~T (j)
=

∂A

∂ ~T (j)
~ui + A

∂~ui

∂ ~T (j)
(5.17)

Left multiplying this partial by the transpose of the left eigenvectors, ~vTi , the equation becomes

∂λi

∂ ~T (j)
~vTi ~ui + λi~v

T
i

∂~ui

∂ ~T (j)
= ~vTi

∂A

∂ ~T (j)
~ui + ~vTi A

∂~ui

∂ ~T (j)
(5.18)

in which the ∂~ui
∂ ~T (j)

terms cancel based on the definition of the left eigenvector. Rearranging to solve

for the partial of the frequency, βi only

∂βi

∂ ~T (j)
= Im

( 1

~vTi ~ui
~vTi

∂A

∂ ~T (j)
~ui

)
(5.19)

Thus the sensitivity matrix for the nonplanar problem can be computed element by element, iter-

ating over this equation.

Given the complete solution generated by the estimation process, we can now analyze the

uncertainties of the estimated mass parameters. The covariance and correlation of the mass pa-

rameters generated from this approach help to quantify the influence of the mass parameters on

dynamical observations. To begin this analysis the covariance matrix for the mass parameters,
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PTT , is formulated by relating the pseudo-inverse of the sensitivity matrix and the observational

covariance of the fundamental frequencies, PΩΩ

PTT = δ ~Tδ ~T T =
(∂~Ω
∂ ~T

T
∂~Ω

∂ ~T

)−1∂~Ω

∂ ~T

T

•PΩΩ •
∂~Ω

∂ ~T

(∂~Ω
∂ ~T

T
∂~Ω

∂ ~T

)−1
(5.20)

Because the frequencies are not an intuitive measurement the covariance of the fundamental fre-

quencies is converted to the covariance of fundamental periods

PΩΩ =
∂~Ω

∂ ~P
•PPP •

∂~Ω

∂ ~P

T

(5.21)

This conversion is simply the derivative of the frequency and period relationship.

∂~Ω

∂ ~P
=

diag
(
~Ω
)2

2π
(5.22)

To define the covariance of the fundamental periods it is assumed that all periods would be inde-

pendently measured using the same observation technique.

PPP = σ2
P • I 8x8 (5.23)

where there is a single period observational variance, σP , that is applied to the observations of each

period. This observational variance can be considered to be a temporal resolution of the period

measurements or the precision of each measurement.

5.2.2 An Idealized Estimation Method

This formulation of the covariance allows us to treat the sensitivity analysis approach as an

idealized estimation approach. Here the observational variance, σP , would act as an observational

accuracy requirement to constrain the mass parameter estimates to a specific accuracy level. In

Table 5.1 this is leveraged to predict the observational variance necessary in order to gain 10%

knowledge of each of the seven mass parameters of the 617 Patroclus system.
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Table 5.1: Allowable observational variance of observations for 10% certainty of mass parameter
estimates of the 617 Patroclus system.

Mass Parameter Observational Accuracy Requirement [sec]

MT 10584.0

T 200
A 25.3

T 020
A 25.3

T 002
A 25.3

T 200
B 15.0

T 020
B 15.0

T 002
B 15.0

To provide further insight, we compute the mass parameter variance for 617 Patroclus, given

a 1 second observation variance

σ̄T =

[
9.45× 10−6 3.95× 10−3 3.94× 10−3 3.95× 10−3 6.64× 10−3 6.64× 10−3 6.64× 10−3

]
(5.24)

and the correlation matrix

ρTT =



1. −0.27 −0.27 −0.27 −0.64 −0.64 −0.64

−0.27 1. 0.99 0.99 −0.55 −0.55 −0.55

−0.27 0.99 1. 0.99 −0.55 −0.55 −0.55

−0.27 0.99 0.99 1. −0.55 −0.55 −0.55

−0.64 −0.55 −0.55 −0.55 1. 0.99 0.99

−0.64 −0.55 −0.55 −0.55 0.99 1. 0.99

−0.64 −0.55 −0.55 −0.55 0.99 0.99 1.



(5.25)

The values for the variance and correlation in Eq. 5.24 and 5.25 are generated from the

covariance matrix, which is not included for the sake of brevity and clarity. The bar used with

variance values are normalized by the mass parameters corresponding to each element, such that

they represent fractional covariances and variances

P̄TT (i, j) =
PTT (i, j)

~T (i)~T (j)
(5.26)

σ̄T (i) =
σT (i)

~T (i)
(5.27)
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5.2.3 Scaling with Ellipsoidal Shape

While these results show the mass parameters to be well estimated based on their variances,

the observational requirement of 1 second variance on each frequency is highly restrictive. Likewise,

the observational requirements to achieve 10% knowledge of the inertia integrals in table 5.1 further

illustrates the accuracy of observations necessary for second order parameter measurements. In

combination with the high correlation on the second order parameters, it becomes clear that without

further constraints, via in-situ gravity measurement or other methods, such an estimation approach

is not feasible even with these idealized observations.

To better understand the estimation of binary systems as a whole we now investigate the

effects of scaling the mass parameters on the correlation and covariance matrices. Specifically we

scale the the mass ratio and second order principal inertia integrals of Menoetius, the 617 Patroclus

secondary. This is done as a means to explore the effects of mass ratio and differing asteroid mass

distributions on the mass parameter estimation. We do not simultaneously scale the second order

asteroid inertia integrals as this would merely scale the correlation and covariance as opposed to

changing their structure. Likewise only the secondary is scaled as the system is nearly symmetric

such that scaling either body will show the same sensitivity. The scaling of the inertia integrals is

limited such that the asteroid remains a triaxial ellipsoid as opposed to an oblate spheroid; this is

to avoid the degeneration of the dynamical families of the system caused by symmetric semi-axes.

For simplicity the second order principal axis inertia integrals of the secondary are refered to

here as Tx, Ty, and Tz. The study performed scales the mass ratio by .1 and .55, Tx by .88 and .94,

Ty by .7 and .85, and Tz by .01 and .51. The scaling floor for Tx and Ty is selected to avoid the

the inertia integral dropping below the next smallest inertia integral which would cause a spherical

degeneracy, thus Tz has no floor. Fig. 5.5 and 5.6 illustrate the covariance and correlation with

the covariance elements colored by their log value and the correlation elements colored by their

linear value from -1 to 1. The key point of interest in this case is whether the scaling of these

mass parameters can lower the correlation between the each body’s second order inertia integrals.
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What both results show is that outside of the case of an extremely flattened body, the second order

inertia integrals remain highly correlated. Even in the case of an extremely flattened body only the

Tz correlation changes significantly while the Tx and Ty relationship remains very coupled. This

implies that the dynamical effects of these unknown mass parameters can be significant for most

shapes and configurations.
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100

5.3 Near-Spherical Doubly Synchronous Systems

For a number of observed doubly synchronous binaries current shape knowledge is limited to

a mean radius value or spherical shape estimate. However, for a binary system to remain in a stable

doubly synchronous orbit, dynamical analysis has shown that the mass distribution of the bodies

must be elongated such that the bodies mutual gravity torques enforce tidal locking. One result of

this is that for a sphere-sphere doubly synchronous system four of the dynamical families become

zero eigenvalues due to the lack of attitude interaction between the bodies, described in Table 5.2

for the Pluto-Charon system. In addition, for a nearly spherical body the effects of any elongation

will be so low that the periods of these four dynamical families will be functionally immeasurable.

To better analyze these near spherical systems we perform a linearization about the spherical

shape of the bodies using an elongation factor ε which perturbs the bodies as triaxial ellipsoids

defined such that

abc = R3 (5.28)

a = R(1 + ε), b = R, c = R(1− ε) (5.29)

Ix =
2MR2

5
(1− ε), Iy =

2MR2

5
, Ix =

2MR2

5
(1 + ε) (5.30)

where a, b, and c are the semi-axes.

Using these definitions of the near-spherical mass distributions we can linearize the dynamics

as

δ~Ω =
[∂~Ω
∂~ε

]
sphere

δ~ε (5.31)

δ~Ω =
[∂~Ω
∂ ~T

∂ ~T

∂~ε

]
sphere

δ~ε (5.32)
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∂ ~T

∂~ε
=



−2R2
P

5 0

0 0

0
2R2

P
5

−2R2
C

5 0

0 0

0
2R2

C
5


(5.33)

where ~Ω represents the remaining system frequencies, ~T again represents the vector of only the

second-order principal-axis inertia integrals, and ~ε represents the elongation factors applied to the

primary and secondary body independently. It is of note that this linearization assumes that the

equilibrium separation remains constant as the bodies are elongated. This means that the equilib-

rium orbit rate must scale as the bodies are elongated while maintaining the observed separation.

This effect on the orbit rate is analogous to the effect on the other three periods of the elongation,

however they are not as simply expressed as the orbit rate, whose change can be directly computed.

By analyzing the linearized effects of the deformation on the four remaining periods and observing

the behavior of these measurable dynamical family periods, we provide a different approach to

understand the effects of the the mass distributions of near-spherical systems.

To illustrate this approach we apply it to the Pluto-Charon system, a doubly synchronous

binary for which only mean radius information has been reliably measured. The density and shape

results of Nimmo et al.’s analysis of New Horizons images report the density of Pluto and Charon to

be 1854 kg
m3 and 1701 kg

m3 and the mean radii to be 1188.3±1.6 km and 606.0±1.0 km respectively[74].

Applying our analysis to these parameters the system periods can be computed for the spherical

system, Table 5.2.

Beginning from the spherical system periods we apply the linearization in three ways to

understand what information can be gained from this analysis. The first approach is to perturb

only the shape of Pluto, next only the shape of Charon is perturbed, and finally the shape of both

bodies are identically perturbed. This is to say that the vector ~ε can be expressed as [1, 0] • εPluto,

[0, 1] • εCharon, and [1, 1] • εsystem respectively. From these three approaches, illustrated in Fig.
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Table 5.2: Linear periods of dynamical families about the nonplanar doubly synchronous equi-
librium evaluated for the spherical Pluto-Charon system.DNE, does not exist, is used to denote
frequencies which cease to be periodic for the two sphere system

Family Linear Period [days]

P1 DNE

P2 DNE

P3 DNE

P4 DNE

P5 6.39

P6 6.39

P7 6.39

Orbit Period 6.39

5.7, we see that the relative behavior of the periods differs uniquely for deformation of each body.

From left to right the figures show and elongation of only Pluto, elongation of only Charon, and

equal elongation of both Pluto and Charon. This implies that through measurement of the relative

lengths of the periods, information on the mass distribution could be gathered to help constrain

each body’s mass distribution. As is clear from these results however, the deformation of the bodies

would need to be sufficiently large to be detected by realistic measurement methods.
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Figure 5.7: Linearized change in Pluto-Charon dynamical family periods as shape is modified by ε
parameter.

For a comparison point we also compute the complete set of nonplanar periods associated

with an ellipsoidal mass distribution for both Pluto and Charon generated with a value of ε=.0008.

This value of ε is selected because it lies in the middle of the certainty bounds on the mean radius

values reported by Nimmo et al; representing roughly a 1 km deformation in Pluto’s semi-axes

and a .5 km change in Charon’s semi-axes. This is reported in Table 5.3 and further confirms the

difficulty of applying our approach to a system so near to the spherical case. The four short periods

would not be feasible to distinguish or measure with sufficient accuracy. The four long periods

on the other hand would require logistically impossible measurement efforts to be accurately and

precisely observed, due to their length.
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Table 5.3: Linear periods of dynamical families about the nonplanar doubly synchronous equilib-
rium evaluated for the ε=.0008 Pluto-Charon system.

Family Linear Period [days]

P1 4659.25

P2 1442.06

P3 393.35

P4 96.37

P5 6.39

P6 6.39

P7 6.33

Orbit Period 6.39

5.4 Summary

In this chapter we have shown that the influence of mass parameters on the observable dy-

namics of binary asteroids. This was accomplished using second order order dynamics for the outer

stable equilibrium. The use of the doubly synchronous equilibrium assumption allowed for a rel-

atively simple differential corrector method to estimate fundamental frequencies of the system as

a target binary oscillates near the equilibrium. We analyzed the dynamical families of the planar

problem and investigated the influence of mass parameters on the linear behavior of these dynam-

ical families to understand how they may affect observations of these systems. For the planar

case we found that the mass parameters were not fully observable based purely on observations

of the dynamics and would require other in-situ or remote observations to constrain a system’s

mass parameters. For the nonplanar F2BP we were able to show that the mass parameters were

fully measurable using only observations of the system dynamics, although the observational re-

quirements are demanding. For the nonplanar differential corrector estimation we were able to

investigate the achievable covariance of the estimated mass parameters based on the accuracy of

observations of the system dynamics. This provides an understanding of the information qual-

ity requirements for the proposed mass parameter estimation approach to be effective. From this

analysis we can conclude that more robust measurements, likely from an in-situ spacecraft, would

be necessary for mass parameter estimation. Finally, a limited approach applying this analysis to
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near-spherical systems was presented and applied to the Pluto-Charon system.



Chapter 6

A Covariance Study for Gravity Estimation at Binary Asteroids

Having previously investigated mass parameter estimation based on dynamic coupling in the

F2BP, this chapter seeks to understand the estimation of mass parameters for an in-situ space-

craft. This requires that a new set of dynamics be established which include a spacecraft in the

F2BP; referred to here as the restricted full three-body problem (RF3BP). The RF3BP maintains

the dynamics of the F2BP, but incorporates the motion of a massless spacecraft. In addition to

developing the EOMs for the the RF3BP, the associated dynamics matrix and mass parameter

sensitivity matrix (MPSM) must also be developed to enable a consider covariance analysis. The

consider covariance analysis implemented builds off of a standard classical Kalman filter (CKF)

and is used to consider the uncertainty in the system caused by mass parameters ignored in the

estimation. This analysis is applied to the HERA spacecraft, which will orbit and measure 65803

Didymos after the DART mission impact on the system. Two long-term stable trajectories (pas-

sively stable for >40 days) are analyzed for their sensitivity to the asteroid masses, inertias, and

higher order mass parameters. Additionally, the effects of relaxed and excited binary dynamics as

well as mass parameter uncertainty sources are investigated. The analysis shows that the RF3BP

is highly sensitive to all orders of mass parameters, providing better mass parameter observability

than for single asteroid systems.
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6.1 The Restricted Full Three-Body Problem

To begin our analysis we must derive the equations of motion and sensitivity matrices for the

RF3BP. Within the RF3BP the binary asteroid dynamics remain the same as the F2BP dynamics,

presented in Sec. 2.1. Because of the tendency towards quasi-periodicity or chaos in the F2BP,

fixed-point solutions like the Lagrange points devolve into chaotic oscillations about their tradi-

tional locations. As a results the RF3BP diverges significantly from classical three-body problem

solutions in the circular restricted three-body problem (CR3BP). The key change in the derivation

of the dynamics is addition of the mutual gravity potential between the point mass spacecraft and

the irregularly shaped asteroids. It is the introduction of these higher order gravity terms that

complicate the development of the dynamics matrix and mass parameter sensitivity matrix.

6.1.1 Equations of Motion

Like the CR3BP, the spacecraft’s state is measured relative to the binary system’s center of

mass. The spacecraft state has 3 degrees of freedom, with its state consisting only of its position

and velocity, ~rs/c and ~̇rs/c.

~X3 =

[
~rs/c ~̇rs/c

]T
(6.1)

The geometry of the spacecraft in the system is illustrated in Fig. 6.1. The EOM for the spacecraft

ෝ𝒙

ෝ𝒙′

𝑨 𝑩

𝒓𝒔/𝒄

𝝆

𝝆′

𝒅𝒎1
𝒅𝒎2𝒅

𝒓

𝑀𝑠/𝑐 ≪ 𝑀𝐴, 𝑀𝐵

Figure 6.1: Diagram of RF3BP geometry.
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can be derived directly from Newton’s Second Law as

~̈rs/c = − ∂U13

∂~rA,s/c
− ∂U23

∂~rB,s/c
(6.2)

Where Ui3 represents the gravity potential between body i and the spacecraft. The relative position

from body i to the spacecraft is

~rA,s/c = ~rs/c + µC~r (6.3)

~rB,s/c = ~rs/c +
(
µ− 1

)
C~r (6.4)

Where the mu is the binary’s mass fraction, defined as

µ =
MB

MA +MB
(6.5)

To treat the spacecraft as a massless particle, its 0th order inertia integral or, the spacecraft mass, is

set to 1 and all other values are set to 0. In so doing the gravity accelerations on the spacecraft are

automatically computed in a mass normalized form by the inertia integral mutual gravity potential.

6.1.2 Partial Matrices

With the EOMs defined we now derive the partials of the RF3BP dynamics to the uncertainty

in the state and mass parameters of this system. To capture this uncertainty the STM, Φ(t, t0),

and MPSM, Ψ, are developed for the full state of the RF3BP,

~X =

[
~X2

~X3

]T
=

[
~r ~θ1

~θ2 ~̇r ~ω1 ~ω2 ~rs/c ~̇rs/c

]T
(6.6)

and the mass parameters up to the second order,

~T =

[
MA MB T 200

A T 020
A T 002

A T 200
B T 020

B T 002
B

]T
(6.7)

When higher order mass parameters are considered, the mass parameters up the second order are

instead added to the state vector. Instead the considered higher order mass parameters are

~THOT =

[
~TA(N = 3, 4) ~TB(N = 3, 4)

]
(6.8)
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The derivation of the STM begins by defining the dynamics matrix, A, for the full dynamics

~̇X = A ~X (6.9)

such that

A =



03×3 03×3 03×3 I3×3 03×3 03×3 03×3 03×3

03×3
∂~̇θ1
∂~θ1

03×3 03×3 B1 03×3 03×3 03×3

03×3 03×3
∂~̇θ2
∂~θ2

03×3 03×3 B2 03×3 03×3

∂~̈r
∂~r 03×3

∂~̈r

∂~θ2

∂~̈r
∂~̇r

∂~̈r
∂~ω1

03×3 03×3 03×3

∂~̇ω1
∂~r 03×3

∂~̇ω1

∂~θ2
03×3

∂~̇ω1
∂~ω1

03×3 03×3 03×3

∂~̇ω2
∂~r 03×3

∂~̇ω2

∂~θ2
03×3

∂~̇ω2
∂~ω1

∂~̇ω2
∂~ω2

03×3 03×3

03×3 03×3 03×3 03×3 03×3 03×3 03×3 I3×3

∂~̈rs/c
∂~r

∂~̈rs/c

∂~θ1

∂~̈rs/c

∂~θ2
03×3 03×3 03×3

∂~̈rs/c
∂~rs/c

03×3



(6.10)

The STM is then computed during integration as

Φ̇(t, t0) = AΦ(t, t0) (6.11)

where

Φ(t0, t0) = I24×24 (6.12)

The derivation of the MPSM begins with a linearization of the dynamics with respect to the mass

parameters

∂

∂t

[
∂ ~X

∂ ~T

]
=
∂ ~̇X

∂ ~X

∣∣∣∣∣
∗
∂ ~X

∂ ~T
+
∂ ~̇X

∂ ~T

∣∣∣∣∣
∗

(6.13)

Where the
∣∣∗ indicates evaluation at the reference state. ∂ ~X

∂ ~T
is defined to be the MPSM, Ψ, ∂ ~̇X

∂ ~X
is

the dynamics matrix defined above, A, and ∂ ~̇X
∂ ~T

is defined as the mass parameter partials matrix,

B . The linearization is thus simplified to

Ψ̇ = AΨ + B (6.14)
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such that

B =



03×1 03×1 03×3 03×3

03×1 03×1 03×3 03×3

03×1 03×1 03×3 03×3

∂~̈r
∂MA

∂~̈r
∂MB

∂~̈r
∂ ~TA

∂~̈r
∂ ~TB

∂~̇ω1
∂MA

∂~̇ω1
∂MB

∂~̇ω1

∂ ~TA

∂~̇ω1

∂ ~TB

∂~̇ω2
∂MA

∂~̇ω2
∂MB

∂~̇ω2

∂ ~TA

∂~̇ω2

∂ ~TB

03×1 03×1 03×3 03×3

∂~̈rs/c
∂MA

∂~̈rs/c
∂MB

∂~̈rs/c

∂ ~TA

∂~̈rs/c

∂ ~TB



(6.15)

where for brevity we introduce the notation

~Ti =

[
T 200
i T 020

i T 002
i

]T
(6.16)

For the detailed contents of A and B see Appendix B.

6.2 Consider Covariance Filter

In this analysis we apply a consider covariance filter in order to measure the uncertainty in

the estimated state caused by each mass parameter. The goal of this is to identify a mass parameter

truncation order or particular terms which minimize the computational burden of navigation and

radio science while providing reliable results. For this initial study we use a standard CKF to

generate estimates of the binary and spacecraft states, and pair it with a sequential consider

covariance analysis in order to measure the uncertainty in the state introduced by each mass

parameter[75]. We note that when this analysis is performed for higher order terms, the mass and

second order inertia integrals are added into the estimated state.

The consider covariance analysis introduces several new variables to the standard Kalman

filter in order to capture the uncertainty introduced by each considered parameter. The considered

parameters, for this work, are defined as an error relative to the truth for the system parameters
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of interest, here the shape derived mass parameters

c̄ = .1~T (6.17)

Where the column vector, ~T , is the set of considered mass parameters. These mass parameters also

have a corresponding apriori covariance

P̄cc = c̄T Im×mc̄ (6.18)

Where I is the identity matrix and m denotes the length of c̄. In order to track the effect of the

consider parameter covariance on the state we must also introduce the matrix

Ψ =
∂ ~X

∂~c
=
∂ ~X

∂ ~T
(6.19)

which we will refer to here as the mass parameter sensitivity matrix, derived in the previous section.

The MPSM measures the linearized affect of the consider parameters ~c on the full state ~X. Within

the consider covariance filter we will also need the consider sensitivity matrix

S =
∂x̂

∂c̄
(6.20)

which relates the sensitivity of the estimated state error ~x to the consider parameter error c̄. Finally

we define the define the cross covariance

Pxc = SP̄cc (6.21)

Which relates the coupling between apriori consider parameter covariance and the state covariance.

6.2.1 Measurement Update

The measurement update for the consider covariance filter follows the normal structure of

the CKF with the addition of two covariance updates and a states update. To begin the consider

sensitivity matrix must be updated as

Sk =
(
I n×n −K kH̃ xk

)
S̄k −K kH̃ ck (6.22)
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Where K k is the standard Kalman update, H̃ xk is the observation-state map, and H̃ ck is the

observation-consider parameter map. n denotes the number of states and k denotes the measure-

ment number. Next the total state covariance measurement update is

Pck = Pk + SkP̄ccS
T
k (6.23)

where Pk denotes the estimated state covariance and Pck denotes the total state covariance ac-

counting for the influence of the consider covariance. The cross covariance measurement update is

simply

Pxck = SkP̄cc (6.24)

Additionally the consider state error estimate is updated as

x̂ck = x̂k + Sk c̄ (6.25)

where x̂k is the standard state estimate.

6.2.2 Time Update

The time update for the consider covariance filter follows the same pattern as the measure-

ment update. The consider sensitivity apriori update is first performed as

S̄k = Φtk,tk−1
Sk−1 + Ψtk,tk−1

(6.26)

where Φ is the state transition matrix (STM), tk denotes the time at measurement k and the −̄

denotes the apriori values. The total covariance apriori is then updated as

P̄ck = P̄k + S̄kP̄ccS̄
T
k (6.27)

and the cross covariance is updated as

P̄xck = S̄kP̄cc (6.28)

Finally the consider state update is performed as

x̄ck = x̄k + S̄k + c̄ (6.29)
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6.2.3 Measurement Model

For this study we develop a set of idealized measurements likely to be available for a real-

istic mission. We first assume there is DSN tracking of the spacecraft which provides range and

range-rate measurements of the spacecraft relative to Earth. We use a simplified model for these

measurements where range is

ρ =
√

(xs/c − x⊕)2 + (ys/c − y⊕)2 + (zs/c − z⊕)2 (6.30)

Where is xi, yi, and zi are the J2000 positions of the spacecraft and Earth. The range-rate is then

ρ̇ =
1

ρ
((xs/c − x⊕)(ẋs/c − ẋ⊕) + (ys/c − y⊕)(ẏs/c − ẏ⊕) + (zs/c − z⊕)(żs/c − ż⊕)) (6.31)

To simplify the generation of the synthetic DSN measurements we assume the separation between

the Earth and binary center of mass is fixed to the inertial x-axis. Additionally we ignore any

motion of the DSN stations. Because our integrations are performed over periods on the order

of a single day, we do not expect significant error from these assumptions. In addition to radar

tracking the spacecraft is assumed to perform landmark tracking and altimetry measurements for

both asteroids. Landmark tracking is simulated as a measurement of the unit direction towards

the spacecraft in the body-fixed frame of each asteroid

σ̂i = C T
i

~ri,s/c

Ri,s/c
(6.32)

where i denotes the asteroid of interest such that the position is from asteroid i to the spacecraft.

The rotation matrix, C i, is then the matrix mapping from the body fixed frame of asteroid i to

the inertial from. The altimetry measure from each asteroid is then

li =
~ri,s/c

Ri,s/c
(6.33)

following the same notation of i. For both landmark tracking and altimetry it is assumed that both

bodies are always of observable and unaffected by field of view or other measurement restrictions.

Given these simulated measurements we construct the measurement model

~y =

[
ρ ρ̇ σ̂1 σ̂2 l1 l2

]T
(6.34)
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and compute the measurement matrix Hx and Hc for the filter states and consider covariance

parameters respectively.

Hx =



~01x3 ~01x3 ~01x3 ~01x3 ~01x3 ~01x3
∂ρ
∂~rs/c

~01x3

~01x3 ~01x3 ~01x3 ~01x3 ~01x3 ~01x3
∂ρ̇
∂~rs/c

∂ρ̇

∂~̇rs/c

∂σ̂1
∂~r

∂σ̂1
∂~θ1

~03x3 ~03x3 ~03x3 ~03x3
∂σ̂1
∂~rs/c

~03x3

∂σ̂2
∂~r

∂σ̂2
∂~θ1

∂σ̂2
∂~θ2

~03x3 ~03x3 ~03x3
∂σ̂2
∂~rs/c

~03x3

∂l1
∂~r

~01x3 ~01x3 ~01x3 ~01x3 ~01x3
∂l1
∂~rs/c

~01x3

∂l2
∂~r

~01x3 ~01x3 ~01x3 ~01x3 ~01x3
∂l2
∂~rs/c

~01x3


(6.35)

Hc =



0 0 ~01x3 ~01x3

0 0 ~01x3 ~01x3

∂σ̂1
∂MA

∂σ̂1
∂MB

~03x3 ~03x3

∂σ̂2
∂MA

∂σ̂2
∂MB

~03x3 ~03x3

∂l1
∂MA

∂l1
∂MB

~03x3 ~03x3

∂l2
∂MA

∂l2
∂MB

~03x3 ~03x3


(6.36)

The details of both matrices are available in Appendix B.

The equations for Hc and Hx here describe the case when the masses and second order

inertia integrals are considered. In the case that the third and fourth order mass parameters are

considered, the masses and second order inertia integrals are estimated, and their measurement

partials are moved into Hx. Hc then becomes a matrix of 0’s because the measurements are not

directly a function of the higher order mass parameters.

6.3 Application to 65803 Didymos

We focus our analysis on the HERA mission operations about 65803 Didymos. As such

we use the current mission standard for the binary system. The current model of Didymos is an

asymmetric binary with the secondary in a singularly synchronous orbit. This assumes that the

secondary is tidally locked in a circular orbit whose period matches the secondary’s spin period.
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Table 6.1 provides the orbit parameters and spin periods of the bodies. The values are based on

Naidu et al while the mass parameters are based on a constant density evaluation of the radar

shape model assuming a density of 2.104 g/cm3 [5]

Table 6.1: Current Observed 65803 Didymos orbit parameters and spin state.

Primary
Spin Period

[hr]

Orbit and
Secondary Spin

Period [hr]

SMA
[km]

Ecc. Total
Mass
[kg]

Mass
Fraction

2.26 11.92 1.18 0.0 5.28×1011 0.0092

For the current model the shape of the primary is assumed to be the radar shape model

observe by Naidu et al. in 2016. While they were unable to measure the full shape of the secondary

ellipsoidal constraints were determined. In Table 6.2 we provide the ellipsoidal dimensions of each

body and Fig. 6.2 illustrates a snapshot of their mutual orbit.

Table 6.2: Current ellipsoidal dimensions for 65803 Didymos [5]

apri. [m] bpri. [m] cpri. [m] asec. [m] bsec. [m] csec. [m]

414.8 410.4 395.7 104.0 80.0 67.0

When the HERA mission arrives at the Didymos system the DART spacecraft will have

already impacted the secondary, leaving it in an excited state. In order to capture the effects of an

excited secondary we introduce the perturbed Didymos orbit and secondary spin state parameters.

This state is selected based on the expected geometry of the DART impact but exaggerated to

provide clearer insight into the affect of the excitation[76].

Table 6.3: Perturbed Didymos secondary spin and orbit state

Secondary
Spin Period

[hr]

Secondary
Precession

[deg]

Secondary
Nutation

[deg]

Orbit
Period

[hr]

SMA
[km]

Inc.
[deg]

Ecc.

13.71 0.0 13.63 9.75 1.032 2.6 0.067

The perturbed state assumes that the mass distributions of both bodies remain the same

after the impact and that the primary’s spin state is unperturbed by the DART impact. While the
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DART impact on the secondary will leave a crater, its effect on the mass distribution should be

negligible and any dynamical coupling between the excited secondary and the primary should also

be negligible because of the much lower mass of the secondary.

6.3.1 Consideration of Mass and Inertia

Our initial analysis is performed under the nominal conditions of the Didymos system pro-

vided in Table 6.1. Following the trajectory implementation described by Dell’Elce et al[48]. we

compare the long-term stable geometries for a terminator orbit and interior retrograde orbit. The

initial conditions for the terminator orbit approximate the orbit as a circular orbit about the pri-

mary with an orbital radius of 2.5 km and an inclination of 90 degrees. Its initial position is

selected as its ascending node and aligned to be ahead of the secondary by a 90 degree phase of

the secondary’s orbit. The interior retrograde orbit is also approximated as a circular orbit about

the primary with a .65 km orbital radius and 5 degrees of inclination. Its initial position is aligned

with the initial phase of the secondary halfway between the spacecraft’s ascending and descending

nodes. Fig. 6.2 illustrates both orbits in the rotating frame of the binary over a 24 hour period. We

Figure 6.2: Terminator and retrograde orbits in the Didymos rotating frame over a 24 hour period.

numerically integrate both orbits and the Didymos system using the fourth-order constant-density
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shape-derived mass distributions and a series of perturbed mass distributions. A perturbed mass

distribution is generated for a 10% increase each body’s mass and second order inertia integrals.

Thus eight perturbed mass distributions are simulated each identical to the nominal mass distribu-

tion except for the one perturbed mass or second order inertia integral term. As described in the

previous section this produces an estimated consider convariance, estimated state covariance and

consider state error estimate after a single iteration of the filter. As an example of this analysis Fig.

6.3 illustrates the binary position and velocity state estimate, covariance and considered covariance

for a terminator orbit when the secondary’s T 200 term is considered. It is immediately clear that

Figure 6.3: Relative position and velocity of binary state error(blue), 1 sigma covariance(red) and
1 sigma consider covariance(black) for T 200

B based on a spacecraft in a terminator orbit.

even a relatively small amount of uncertainty in the secondary’s inertia can lead to extreme levels

of uncertainty in the estimated dynamics. We also see that the growth in state error for a small

10% error in T 200
B very quickly falls outside of the estimated covariance. The dramatic growth in

the consider covariance is consistent across all the binary states and spacecraft states. This figure

shows only one of the eight considered parameters for one of two orbits. To better capture the

comparative error between all eight consider parameters for both orbits we instead plot only the

final consider covariance values for each of the mass parameters, Fig. 6.4. We also reduce the state
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for which the consider covariance is provided to the x-component of the binary’s relative position

as the behavior of the consider covariance is relatively uniform across all 24 estimated states. These
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Figure 6.4: Values of the 1 sigma consider covariance after 24 hours. Results for the the masses
and second order inertia integrals of both asteroids considering a spacecraft in the terminator and
retrograde orbits.

results show a large growth in uncertainty introduced by errors in the masses and second order in-

ertia integrals. While there are small differences between the effects of the primary and secondary’s

mass parameters this result makes it clear that all of these terms should be estimated in a true

mission setting.

We can however learn more about the evolution of the uncertainty by focusing on one of

the two orbits. Fig. 6.5 illustrates the the evolution of the consider covariance envelopes for the

spacecraft position and velocity in the retrograde orbit. The consider covariances for the retrograde

orbit reveal much about the structure of the uncertainty evolution. Firstly, the effect of uncertainty

in the primary is uniformly more significant from uncertainty in the secondary until roughly 12

hour into the orbit. For each body the relative structure between the mass parameters is such

that mass is most significant followed by T 200, then T 020, and finally T 002. This structure follows

logic of the most significant size of each mass parameter as T 200 is a component of Izz and Iyy, the

larger moments of inertia, while T 002 is a component of Ixx and Iyy, the smaller two moments of
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Figure 6.5: Spacecraft state 1 sigma consider covariance for each considered mass parameters based
on a spacecraft in a retrograde orbit.

inertia. A similar analysis can be performed to compare the effects of the DSN measurements on

the growth of uncertainty. In Fig. 6.6, we compare the final value of the consider covariance for

each parameter at the end of the 24 hour integration both with and without the DSN-derived range

and range-rate measurements included. In this analysis we see that the terminator has little to no
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Figure 6.6: Values of the 1 sigma consider covariance after 24 hours. Results for the the masses
and second order inertia integrals of both asteroids considering a spacecraft in the terminator and
retrograde orbits both with and without DSN measurements.
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change in the uncertainty caused by each parameter, while the retrograde orbit appears to have

some sensitivity to DSN measurements when considering the secondary’s mass parameters. This

difference is likely because the secondary interacts more closely with both bodies and its dynamics

operate of a faster time scale, thus it sees more significant improvements from DSN measurements.

It is likely that these improvements are more pronounced for the secondary because of its more

elongated shape relative to the much more spherical shape of the primary, at least to second order.

6.3.2 Consideration of Higher Order Terms

Following this initial exploration, the third and fourth order terms are considered. When

considering the higher order terms we modify the consider covariance filter to include the masses

and second order inertia integrals as estimated states such that the only considered parameters are

the higher order terms. As a result no perturbed mass parameter sets are developed for these lower

order terms, although the results from the previous second order consider analysis are included in

the following figures for comparison. Fifty new perturbed sets are generated, reflecting the two

bodies’ sets of ten third order terms and fifteen fourth order terms. In Fig. 6.7 and 6.8 we provide

the consider covariance final value for all mass parameters up to the fourth order for both orbits.

Fig. 6.7 captures primary’s mass parameters, while Fig. 6.8 captures those of the secondary. In

both figures the mass and second order inertia integral results are identical to those in Fig. 6.6 when

these parameters are considered and not estimated as states. From these two figures it is clear

that the primary’s higher order mass parameters generally have a larger impact on the uncertainty

when compared to those of the secondary. The uncertainty from five of the secondary’s fourth order

terms do exceed the uncertainty caused by several of the primary’s third and fourth order terms.

These mass parameters are the secondary’s T 004, T 022, T 202, T 220, and T 400. The clear pattern

amongst these terms being that they are the terms directed along only one or two principal axes,

with the exception of T 040. While still large relative to most of the secondary’s higher order terms,

T 040 likely remains smaller due to particularities of the the secondary’s shape. This provides a very

important constraint on which parameters of the system are most important to be estimated in a
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Figure 6.7: Values of the 1 sigma consider covariance after 24 hours. Results for all mass parameters
of the primary considering a spacecraft in the terminator and retrograde orbits.

24 Hour Covariance Inflation for Secondary Mass Parameters From 10% Uncertainty
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Figure 6.8: Values of the 1 sigma consider covariance after 24 hours. Results for all mass parameters
of the secondary considering a spacecraft in the terminator and retrograde orbits.

mission scenario. Comparing the uncertainty between the two orbits the difference seem generally

small, but more favorable to the retrograde orbit. This is likely due to the closer interactions of

the retrograde orbit allowing it to better sample the dynamical space.
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6.3.3 Separating Direct and Indirect Effects of Mass Parameters on the Spacecraft

To better understand the sources of uncertainty in the system we identify two subsets of

error, direct and indirect error. The direct error is defined as an error in the estimated dynamical

state of the binary such that the filter believes the sources of the gravity accelerations on the

spacecraft to be in an incorrect location. The indirect error is then caused by uncertainty in the

mass parameters of either asteroid such that the filter knows the correct dynamical states of the

sources of the accelerations on the spacecraft but has erroneous values for their mass parameters. In

order to separate the effect of the direct and indirect errors we run the consider covariance analysis

for all mass parameters but now simulate the binary dynamics with the true mass parameters and

integrate the spacecraft with the perturbed mass parameters. In so doing we remove direct errors

caused by the mass distribution perturbation in the binary dynamics and isolate the indirect errors

on the spacecraft motion. In Fig. 6.9 and 6.10 we provide comparative results for the previous

analysis with the full system perturbed by the mass parameters and the system integrated with

the nominal binary dynamics. Fig. 6.9 captures primary’s mass parameters for both orbits and

Fig. 6.10 captures the secondary’s mass parameters for both orbits. For both orbits we include the

consider covariance for the system fully perturbed by the mass parameters and the system run with

nominal binary dynamics. Only the x-component of the binary relative position is provided as the

behavior of the consider covariance is relatively uniform across all states. The clearest trend from

this analysis is the much larger impact on the uncertainty of the masses and second order inertia

integrals than the higher order terms. The reason for this is likely that these terms dominate the

system dynamics whereas the higher order terms have a more subtle effect on the system. This also

tells us that the larger source of uncertainty here is the direct errors, that is errors in the estimate

of the binary dynamics. Of additional interest is the spike in uncertainty for the primary’s T 310

term in the retrograde orbit with nominal binary dynamics. It may be that the spacecraft has some

close interaction with a zone or section of the primary linked to this term. Thus no comparable

spike is seen for the terminator orbit.
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24 Hour Covariance Inflation for Primary Mass Parameters From 10% Uncertainty
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Figure 6.9: Values of the 1 sigma consider covariance after 24 hours. Results for all mass parameters
of the primary considering a spacecraft in the terminator and retrograde orbits.

24 Hour Covariance Inflation for Secondary Mass Parameters From 10% Uncertainty
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Figure 6.10: Values of the 1 sigma consider covariance after 24 hours. Results for all mass param-
eters of the secondary considering a spacecraft in the terminator and retrograde orbits.

6.3.4 Effects of Excited Mutual Dynamics

It is also important that the effects of excited dynamics are well understood. To capture this

we rerun the consider covariance analysis for all mass parameters given the excited binary state
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described in Table 6.3. The same spacecraft orbit types and initial conditions are selected in order

to provide a more direct comparison to the uncertainty in the nominal system. As in the previous

subsection, we provide two figures, Fig. 6.11 and 6.12, which respectively compare the uncertainty

in the primary and secondary’s mass parameters for both orbits given the nominal and perturbed

dynamics. For both orbits we include the consider covariance for the system nominal dynamics and

excited dynamics. Only the x-component of the binary relative position is provided as the behavior

of the consider covariance is relatively uniform across all states. For this analysis we see a general
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Figure 6.11: Values of the 1 sigma consider covariance after 24 hours. Results for all mass param-
eters of the primary considering a spacecraft in the terminator and retrograde orbits.

decrease in uncertainty given the excited system with a larger impact for the masses and second

order inertia integrals. The decrease in uncertainty under excited dynamics is a result of increased

observability of the excited dynamics. Under the nominal dynamics the secondary is tidally locked

such that it has very little change in attitude and orbit over time. On the other hand the excited

system will oscillate about this tidally locked state providing more observability simply due to the

increased degree of motion in the system. The impact remains most significant for the lower order

terms because they influence the overall dynamics of the system more significantly. We do see for

the secondary that the fourth order mass parameters directed purely along one or two principal
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Figure 6.12: Values of the 1 sigma consider covariance after 24 hours. Results for all mass param-
eters of the secondary considering a spacecraft in the terminator and retrograde orbits.

axes remain the most significant of the higher order terms, further supporting the importance of

estimating these higher order terms.

6.4 Summary

In this chapter we develop a consider covariance framework for a spacecraft estimating the

mass parameters of a binary asteroid system. Analytical formulations for the RF3BP dynamic

matrix and mass parameter sensitivity matrix are computed and provided in detail. A simple

measurement model is developed assuming DSN and OPNAV measurements. Combined, these tools

allow us to perform a consider covariance analysis on the estimation of binary mass parameters.

We find that regardless of the orbit, the masses and second order inertia integrals are necessary to

achieve meter level accuracy in the spacecraft state. Additionally, we find that DSN measurements

are do not have a significant impact on uncertainty for the relative navigation filter implemented

here, Fig. 6.6; this shows value for an autonomous mission. For the higher order terms we see

that the primary’s terms are most significant, with the fourth order terms of both bodies being

more important than the third order terms in the case of the Didymos system. In particular the
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secondary’s fourth order terms directed along two or fewer principal axes; T 004, T 040, T 400, T 202,

T 220, and T 022, seem to be most important for the secondary. In assessing the source of error

most impactful on the filter, we see that error in the binary dynamics is likely to contribute more

to the uncertainty than errors in the mass parameters. Finally, we see that excited systems, that

is binaries oscillating about the singly synchronous equilibrium, are more observable than relaxed

systems in which the secondary is tidally locked. Moving towards a mission ready filter other

perturbations, such as solar radiation pressure, will be important effects to understand.



Chapter 7

Conclusion

In this thesis we have broadly applied improved dynamics models of the F2BP to better

understand the formation, remote estimation, and in-situ estimation of binary asteroids. We first

implemented and developed an arbitrary shape and order form of the F2BP. The equilibria within

this dynamics model and their dynamical structure were then studied to map the dynamical families

of the stable equilibrium and identify a breakdown in structure about the unstable equilibrium.

High fidelity F2BP models were then implemented to understand their impact, as well as that of

the unstable equilibrium’s warped structure, on the formation and evolution of binary asteroids.

Further investigating the dynamical structure of the stable equilibrium, we leveraged the sensitivity

of its fundamental frequencies to study the remote estimation of binary mass parameters. Finally,

a consider covariance analysis was performed for an in-situ spacecraft orbiting a binary system in

order to identify the sensitivity of the dynamics to the asteroid mass parameters. Working from

high fidelity dynamical models, we developed the tools to better understand binary formation and

evolution, provide robust mission planning techniques, and safer navigation about binary asteroid

systems.

In Chapter 2 of this thesis we delineated the inertia integral implementation of the F2BP

and detailed a benchmarking campaign between several F2BP implementations. In the first half

of the benchmarking campaign we compared the high accuracy of the polyhedral implementation

with that of the inertia integral implementation. It was shown that individual evaluations of the

mutual gravity potential agree to numerical precision and that when integrated with the LGVI
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the results showed good agreement. In the second half of the benchmarking, the computational

efficiency between several forms of the polyhedral implementation and the packed spheres method

were compared with the inertia integral implementation. This test showed that the inertia integral

implementation can be run at a higher expansion order than other models while still remaining

orders of magnitude faster than other methods. Thus it was shown that the inertia integral im-

plementation of the F2BP provides improvements in both dynamical accuracy and computational

efficiency.

The thesis then focused on the equilbria and dynamical structure of the F2BP. For the

outer stable equilibrium, three dynamical families of the planar F2BP were mapped into nonlinear

space and their behaviors characterized. The dynamical families of the nonplanar F2BP were then

identified. The nonplanar case showed the continued existence of planar libration and relative

separation families, while also identifying families associated with the precession and nutation of

both asteroids and their mutual orbit in addition to a relative twist family. For the inner unstable

equilibrium, analysis identified the breakdown of the unstable equilibrium as a barrier to binary

fission and recollision. While this structure was maintained when expanding from the planar to

nonplanar problem at order 2, the expansion to order 4 introduced stronger dynamical coupling

between the attitude and orbit. The strengthened coupling warps the dynamical structure about

the inner equilibrium such that recollision is possible.

With the breakdown of the inner unstable equilibrium as a barrier to recollision, its impact on

binary formation and evolution theories were investigated. In Monte Carlo simulations of Moshup

and 1996 HW1 the broad statistical conclusions of JS2011 are generally consistent. The key dif-

ferences identified for these two binaries were the out of plane, and often tumbling, ejection of

escaping secondaries and complex behavior at the moment of secondary fission. Both of these new

behaviors are likely to have consequences for explaining observerd binaries, but also asteroid pairs.

Beyond this, the existence of recollisions showed significant deviation from past theories, while not

disproving their general predictions. The Monte Carlo studies of DP107 also show the difficulty, at

least in this case, of binary formation from equatorial mass ejection. While the studies of Moshup
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and DP107 seem to support the importance of secondary fission as a means of energy dissipation,

they do suggest that this is likely to be a much more complex process in need of further study.

In Chapter 5 the thesis further explored the outer stable equilibrium, attempting to probe

the estimation of binary mass parameters from remote observations. In an initial study of the

planar problem, the mathematical feasibility of the proposed approach was proved, but the planar

problem is under-constrained. The analysis was expanded to the well posed nonplanar problem

and it is shown that remote estimation of mass parameters from observations of binary asteroid

dynamics is technically feasible. Unfortunately, the required accuracy of dynamical measurements

would likely be unrealistic for distant observers. In the case of a long approaching flyby, like that of

the LUCY mission at 617 Patroclus, the required measurements may be attainable. When adapted

to near-spherical binaries, like the Pluto-Charon system, the approach was shown to provide helpful

constraints for other analysis, but unlikely to provide high-precision results.

Chapter 6 further developed estimation of binary asteroid mass parameters by implementing

a consider covariance analysis for in-situ spacecraft. This analysis showed that in-situ spacecraft

are sensitive to mass parameters up to the fourth order, suggesting they should be able to be

estimated. Amongst the higher order terms the spacecraft appears to be most sensitive to mass

parameters directed along one or two axes as opposed to all three axes. For example, T 400 and

T 022 would be more observable than terms line T 112. Because of the use of the relatively spherical

Didymos as a target for the study herein, this may not hold for other less symmetric asteroids. In

addition to the sensitivity to different mass parameters, the effect of error sources and dynamical

excitement were also investigated. Direct errors, i.e. errors in the dynamical state of the binary,

were shown to be more impactful on the filter uncertainty than indirect errors from errors in the

mass parameters. Finally, a more excited system was shown to be more observable due to the

increased mutual motion of the system providing better constraints.

While the research presented in this thesis lays the groundwork for future studies and mission

capabilities, like all research, it identifies many new questions. Firstly, the dynamical structure

about both equilibria warrants further investigation. In particular, a continuation of the nonplanar
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dynamical families about the stable equilibrium and an investigation of the mass parameter impacts

on the structure about the unstable equilibrium. Secondary fission during binary evolution also

poses many questions which would require a Full N-body Problem (FNBP) dynamics model in

order to be studied. In the realm of estimation the full estimation of higher order mass parameters

and more realistic measurement models will be important steps for these tools to be mission ready.

Continuation of the nonplanar dynamical families about the stable equilibrium, while concep-

tually simple, faces technical challenges due to the stronger dynamical coupling present in nonplanar

problem. While their characterization is interesting from an academic sense, identification of these

behaviors has been identified as a key interest for the DART mission. Given an excited binary,

potentially having been recently impacted by a spacecraft, the behavior would be expected to be a

coupling of these dynamical families. A nonlinear understanding of their behavior will provide in-

sight into how they might couple but could also provide information about the perturbations which

cause the excitement. In the case of the DART mission this would provide further constraints on

the spacecraft impact conditions.

The breakdown of the unstable equilibrium as a barrier to recollision for higher order evalu-

ations complicates the story of binary formation and evolution. To better understand the reasons

for this breakdown it will be helpful to isolate the impact of each higher order mass parameter

has on the dynamics. Whether this is approached analytically, via dynamical systems theory, or

by numerical study, it is suspected that particular asymmetric mass parameters will excite the

behavior of interest. Building on this a broader approach to the dynamical structure about the

unstable equilibria which attempts to identify the influences on this structural bifurcation.

Our analysis of secondary fission during binary asteroid evolution left many questions about

how this process could occur. In addition to identifying the likelihood of both bi-lobed secondary

fission and cohessive fission, the fates of fissioned particles are also of interest. Understanding the

fates of secondary fission particles, produced by both fission models, will require an FNBP based

approach. Understanding these behaviors would have important consequences for understanding

the fates of ejected or reimpacting secondary components. It may be possible that telltale cratering
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behaviors could be identified or that ejected secondary debris may have identifiable characteristics.

These types of results would produce predictions for both binary asteroid evolution, asteroid pairs

and more generally, solar system formation.

In order to develop mission ready estimation tools for binary asteroids, several aspects of the

filtering model developed herein must be improved. Firstly, the observation model is simplified to a

level that likely makes particular terms appear more observable than they would be under realistic

measurement conditions. In addition to this, the observability of spacecraft and binary state would

be improved by developing an inertial estimation framework as opposed to a relative navigation

framework. The relative navigation approach used in the covariance analysis is a part of Chapter

6 found DSN measurements to be less important. Higher order mass parameters should also be

incorporated into the filter’s estimated parameters, particularly those that follow the two or fewer

axis alignment, i.e T 220 and T 400. Further the effects of perturbations of the spacecraft like solar

radiation pressure and gravity from external perturbers should be studied for potential effect on

estimation quality. It would also be of interest to reevaluate remote mass parameter estimation

under the more complete filtering framework developed in Chapter 6. While it is unlikely that

better results would be available, it would provide better constraints on how close an observer may

need to be and what measurements types would be ideal.
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Appendix A

Full Two-Body Problem Partial Matrices

A.1 Planar Dynamics Matrix
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For second order inertia tensor formulation of mutual potential, partials of the potential are

as follows:
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A.2 Nonplanar Dynamics Matrix

Within this section we add the notation
(
−
)s

to denote a skew-symmetric matrix operator

in addition to the previous tilde notation.
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∂ ~MA

∂~r
= −

(∂U
∂~r

)s
+ ~rs

∂2U

∂~r2
− ∂ ~MB

∂~r
(A.33)

∂ ~MA

∂~θ2

= ~rs
(
~αs

∂2U

∂~α∂~r
+ ~βs

∂2U

∂~β∂~r
+ ~γs

∂2U

∂~γ∂~r

)
− ∂ ~MB

∂~θ2

(A.34)

∂~̇θ1

∂~θ1

=
∂B1

∂~θ1

~ω1 (A.35)

∂~̇θ2

∂~θ2

=
∂B2

∂~θ2

~ω2 (A.36)
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∂~̈r

∂~r
= ~rsI−1

A

∂ ~MA

∂~r
−
(
I−1
A

(
IA~ω1~ω

s
1 +MA

))s
− ~ωs1~ωs1 −

1

m

∂2U

∂~r2
(A.37)

∂~̈r

∂~θ2

= ~rsI−1
A

∂ ~MA

∂~θ2

−
(
~αs

∂2U

∂~α∂~r
+ ~βs

∂2U

∂~β∂~r
+ ~γs

∂2U

∂~γ∂~r

)
(A.38)

∂~̈r

∂~̇r
= −2~ωs1 (A.39)

∂~̈r

∂~ω1
= ~rsI−1

A

((
IA~ω1

)s
− ~ωs1IA

)
+ 2~̇ sr +

(
~ωs1~r
)s

+ ~ωs1~r
s (A.40)

∂~̇ω1

∂~r
= I−1

A

∂ ~MA

∂~r
(A.41)

∂~̇ω1

∂~θ2

= I−1
A

∂ ~MA

∂~θ2

(A.42)

∂~̇ω1

∂~ω1
= I−1

A

(
IA~ω1~ω

s
1IA

)s
(A.43)

∂~̇ω2

∂~r
= I−1

B

∂ ~MB

∂~r
(A.44)

∂~̇ω2

∂~θ2

= IB

(
~ω1 + ~ω2

)
~ωs1
∂I−1

B

∂~θ2

+ I−1
B

(
− ~ωs1

(
~ω1 + ~ω2

)∂IB
∂~θ2

+ (A.45)

∂ ~MA

∂~θ2

−
(
~ω1 + ~ω2

)∂İB
∂~θ2

)
+ ~MB

∂I−1
B

∂~θ2

− İB

(
~ω1 + ~ω2

)∂I−1
B

∂~θ2

− I−1
A

∂ ~MA

∂~θ2

∂~̇ω2

∂~ω1
= I−1

B

(
IB

(
~ω1 + ~ω2

)s
− ~ωs1IB − İB

)
+ I−1

A

(
~ωs1IA −

(
IA~ω1

)s)
(A.46)

∂~̇ω2

∂~ω2
= I−1

B

(
− ~ωs1IB − İB +

(
~ω1 + ~ω2

)∂İB
∂~ω2

)
(A.47)
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A.3 Total Mass Partials of Nonplanar Dynamics Matrix

Partials of A with respect to MT

∂2~̈r

∂~r∂MT
= ~rs

∂I−1
A

∂MT

∂ ~MA

∂~r
+ I−1

A

∂2 ~MA

∂~r∂MT
(A.48)

−
(∂I−1

A

∂MT
IA~ω1~ω

s
1 + I−1

A

∂IA
∂MT

~ω1~ω
s
1

∂I−1
A

∂MT

~MA + I−1
A

∂ ~MA

∂MT

)s
+

1

MT (µ− µ2)

∂2U

∂~r2
− 1

m

∂3U

∂~r2∂MT

∂2~̈r

∂~θ2∂MT

= ~rs
(∂I−1

A

∂MT

∂ ~MA

∂~θ2

+ I−1
A

∂2 ~MA

∂~θ2∂MT

)
(A.49)

+
1

MT (µ− µ2)

∂2U

∂~r∂~θ2

− 1

m

∂3U

∂~r∂~θ2∂MT

∂2~̈r

∂~ω1∂MT
= ~rs

(∂I−1
A

∂MT

(
IA~ω1

)s
+ I−1

A

(∂I−1
A

∂MT
~ω1

)s
−
∂I−1

A

∂MT
~ωs1IA (A.50)

−I−1
A ~ωs1

∂IA
∂MT

)

∂2~̇ω1

∂~r∂MT
=
∂I−1

A

∂MT

∂ ~MA

∂~r
+ I−1

A

∂2 ~MA

∂~r∂MT
(A.51)

∂2~̇ω1

∂~θ2∂MT

=
∂I−1

A

∂MT

∂ ~MA

∂~θ2

+ I−1
A

∂2 ~MA

∂~θ2∂MT

(A.52)

∂2~̇ω1

∂~ω1∂MT
=
∂I−1

A

∂MT

(
IA~ω1

)s
+ I−1

A

( ∂IA
∂MT

~ω1

)s
(A.53)

−
∂I−1

A

∂MT
~ωs1IA − I−1

A ~ωs1
∂IA
∂MT

∂2~̇ω2

∂~r∂MT
=
∂I−1

B

∂MT

∂ ~MB

∂~r
+ I−1

B

∂2 ~MB

∂~r∂MT
−
∂I−1

A

∂MT

∂ ~MA

∂~r
− I−1

A

∂2 ~MA

∂~r∂MT
(A.54)
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∂2~̇ω2

∂~θ2∂MT

=
∂IB
∂MT

(~ω1 + ~ω2)~ωs1
∂I−1

B

∂~θ2

+ IB(~ω1 + ~ω2)~ωs1
∂2I−1

B

∂~θ2∂MT

(A.55)

− ∂IB
∂MT

~ωs1(~ω1 + ~ω2)
∂2IB

∂~θ2∂MT

+
∂ ~MB

∂MT

∂I−1
B

∂~θ2

+ ~MB
∂2I−1

B

∂~θ2∂MT

−
∂I−1

B

∂MT

∂ ~MB

∂~θ2

− I−1
B

∂2 ~MB

∂~θ2∂MT

− ∂İB
∂MT

(~ω1 + ~ω2)
∂I−1

B

∂~θ2

−İB(~ω1 + ~ω2)
∂2I−1

B

∂~θ2∂MT

−
∂I−1

A

∂MT

∂ ~MA

∂~θ2

− I−1
A

∂2 ~MA

∂~θ2∂MT

−
∂I−1

B

∂MT
(~ω1 + ~ω2)

∂İB

∂~θ2

− I−1
B (~ω1 + ~ω2)

∂2İB

∂~θ2∂MT

∂2~̇ω2

∂~ω1∂MT
=
∂I−1

B

∂MT

((
IB(~ω1 + ~ω2)

)s
− ~ωs1IB − İB

)
(A.56)

+I−1
B

(( ∂IB
∂MT

(~ω1 + ~ω2)
)s
− ~ωs1

∂IB
∂MT

− ∂İB
∂MT

)
+
∂I−1

A

∂MT

(
~ωs1IA −

(
IA~ω1

)s)
+ I−1

A

(
~ωs1

∂IA
∂MT

−
( ∂IA
∂MT

~ω1

)s)

∂2~̇ω2

∂~ω2∂MT
=
∂I−1

B

∂MT

(
− ~ωs1IB − İB + (~ω1 + ~ω2)

∂İB
∂~ω2

)
(A.57)

−I−1
B ~ωs1

∂IB
∂MT

− ∂İB
∂MT

+ (~ω1 + ~ω2)
∂2İB

∂~ω2∂MT

A.4 Second Order Inertia Integral Partials of Nonplanar Dynamics Matrix

Partials of A with respect to T jkli , where i represents body A or B and j, k, l = 0 or 2 with only

one index set to 2, are needed to compute the sensitivity of the eigenvalues to the mass parameters

of interest.

∂2~̈r

∂~r∂T jkli

= ~rs
( ∂I−1

A

∂T jkli

∂ ~MA

∂~r
+ I−1

A

∂2 ~MA

∂~r∂T jkli

)
(A.58)

−
( ∂I−1

A

∂T jkli

IA~ω1~ω
s
1 + I−1

A

∂IA

∂T jkli

~ω1~ω
s
1 +

∂I−1
A

∂T jkli

~MA + I−1
A

∂ ~MA

∂T jkli

)s
− 1

m

∂3U

∂ ~R2∂T jkli

∂2~̈r

∂~θ2∂T
jkl
i

= ~rs
( ∂I−1

A

∂T jkli

∂ ~MA

∂~θ2

+ I−1
A

∂2 ~MA

∂~θ2∂T
jkl
i

)
− 1

m

∂3U

∂~θ2
2∂T

jkl
i

(A.59)
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∂2~̈r

∂~ω1∂T
jkl
i

= ~rs
( ∂I−1

A

∂T jkli

(
IA~ω1

)s
+ I−1

A

( ∂IA
∂T jkli

~ω1

)s
(A.60)

−
∂I−1

A

∂T jkli

~ωs1IA − I−1
A ~ωs1

∂IA

∂T jkli

)

∂2~̇ω1

∂~r∂T jkli

=
∂I−1

A

∂T jkli

∂ ~MA

∂~r
+ I−1

A

∂2 ~MA

∂~r∂T jkli

(A.61)

∂2~̇ω1

∂~θ2∂T
jkl
i

=
∂I−1

A

∂T jkli

∂ ~MA

∂~θ2

+ I−1
A

∂2 ~MA

∂~θ2∂T
jkl
i

(A.62)

∂2~̇ω1

∂~ω1∂T
jkl
i

=
∂I−1

A

∂T jkli

(
IA~ω1

)s
+ I−1

A

( ∂IA
∂T jkli

~ω1

)s
(A.63)

−
∂I−1

A

∂T jkli

~ωs1IA − I−1
A ~ωs1

∂IA

∂T jkli

∂2~̇ω2

∂~r∂T jkli

=
∂I−1

B

∂T jkli

∂ ~MB

∂~r
+ I−1

B

∂2 ~MB

∂~r∂T jkli

−
∂I−1

A

∂T jkli

∂ ~MA

∂~r
− I−1

A

∂2 ~MA

∂~r∂T jkli

(A.64)

∂2~̇ω2

∂~θ2∂T
jkl
i

=
∂IB

∂T jkli

(
~ω1 + ~ω2

)
~ωs1
∂I−1

B

∂~θ2

+ IB

(
~ω1 + ~ω2

)
~ωs1

∂2I−1
B

∂~θ2∂T
jkl
i

(A.65)

−
∂I−1

B

∂T jkli

~ωs1

(
~ω1 + ~ω2

)∂IB
∂~θ2

− I−1
B ~ωs1

(
~ω1 + ~ω2

) ∂2IB

∂~θ2∂T
jkl
i

+
∂ ~MB

∂T jkli

∂I−1
B

∂~θ2

+ ~MB
∂2I−1

B

∂~θ2∂T
jkl
i

+
∂I−1

B

∂T jkli

∂ ~MB

∂~θ2

+I−1
B

∂2 ~MB

∂~θ2∂T
jkl
i

− ∂İB

∂T jkli

(
~ω1 + ~ω2

)∂I−1
B

∂~θ2

− İB

(
~ω1 + ~ω2

) ∂2I−1
B

∂~θ2∂T
jkl
i

−
∂I−1

B

∂T jkli

(
~ω1 + ~ω2

)∂İB
∂~θ2

− I−1
B

(
~ω1 + ~ω2

) ∂2İB

∂~θ2∂T
jkl
i

−
∂I−1

A

∂T jkli

∂ ~MA

∂~θ2

− I−1
A

∂2 ~MA

∂~θ2∂T
jkl
i

∂2~̇ω2

∂~ω1∂T
jkl
i

=
∂I−1

B

∂T jkli

(
IB

(
~ω1 + ~ω2

))s
+ I−1

B

( ∂IB
∂T jkli

(
~ω1 + ~ω2

))s
(A.66)

−
∂I−1

B

∂T jkli

~ωs1IB − I−1
B ~ωs1

∂IB

∂T jkli

−
∂I−1

B

∂T jkli

İB − I−1
B

∂İB

∂T jkli

−
∂I−1

A

∂T jkli

(
IA~ω1

)s
− I−1

A

( ∂IA
∂T jkli

~ω1

)s
+

I−1
A

∂T jkli

~ωs1IA + I−1
A ~ωs1

∂IA

∂T jkli
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∂2~̇ω2

∂~ω2∂T
jkl
i

= −
∂I−1

B

∂T jkli

~ωs1IB − I−1
B ~ωs1

∂IB

∂T jkli

−
∂I−1

B

∂T jkli

İB − I−1
B

∂İB

∂T jkli

(A.67)

−
∂I−1

B

∂T jkli

(
~ω1 + ~ω2

)∂İB
∂~ω2

− I−1
B

(
~ω1 + ~ω2

) ∂2İB

∂~ω2∂T
jkl
i



Appendix B

Restricted Full Three-Body Problem Partial Matrices

B.1 Dynamics Matrix

The dynamics matrix is necessary for numerical integration of the STM and MPSM. It is

made up of several submatrices

A =



03×3 03×3 03×3 I3×3 03×3 03×3 03×3 03×3

03×3
∂~̇θ1
∂~θ1

03×3 03×3 B1 03×3 03×3 03×3

03×3 03×3
∂~̇θ2
∂~θ2

03×3 03×3 B2 03×3 03×3

∂~̈r
∂~r 03×3

∂~̈r

∂~θ2

∂~̈r
∂~̇r

∂~̈r
∂~ω1

03×3 03×3 03×3

∂~̇ω1
∂~r 03×3

∂~̇ω1

∂~θ2
03×3

∂~̇ω1
∂~ω1

03×3 03×3 03×3

∂~̇ω2
∂~r 03×3

∂~̇ω2

∂~θ2
03×3

∂~̇ω2
∂~ω1

∂~̇ω2
∂~ω2

03×3 03×3

03×3 03×3 03×3 03×3 03×3 03×3 03×3 I3×3

∂~̈rs/c
∂~r

∂~̈rs/c

∂~θ1

∂~̈rs/c

∂~θ2
03×3 03×3 03×3

∂~̈rs/c
∂~rs/c

03×3



(B.1)

Where the detailed equations for the submatrices are

∂~̇θi

∂~θi
=
∂B i

∂~θi
~ωi (B.2)
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∂~̈r

∂~r
= ~r ×

(
I−1
A

∂ ~MA

∂~r

)
−
(
I−1
A

(
IA~ω1

)
× ~ω1 + I−1

A
~MA

)s
− ~ωs1~ωs1 −

1

m

∂2U

∂~r2
(B.3)

∂~̈r

∂~θ2

= −
(
I−1
A

∂ ~MA

∂~θ2

)s
~r − 1

m

∂2U

∂~r∂~θ2

(B.4)

∂~̈r

∂~̇r
= −2~ωs1 (B.5)

∂~̈r

∂~ω1
= −

(
I−1
A

(
IA~ω1

)s
− I−1

A ~ωs1IA

)s
~r + 2~̇rs +

(
~ωs1~r
)s

+ ~ωs1~r
s (B.6)

∂~̇ω1

∂~r
= I−1

A

∂ ~MA

∂~r
(B.7)

∂~̇ω1

∂~θ2

= I−1
A

∂ ~MA

∂~θ2

(B.8)

∂~̇ω1

∂~ω1
= I−1

A

(
IA~ω1

)s
− I−1

A ~ωs1IA (B.9)

∂~̇ω2

∂~r
= I−1

B

∂ ~MB

∂~r
− I−1

A

∂ ~MA

∂~r
(B.10)

∂~̇ω2

∂~θ2

=
∂I−1

B

∂~θ2

(
IB

(
~ω1 + ~ω2

)
× ~ω1

)
− I−1

B ~ωs1

(∂IB
∂~θ2

(
~ω1 + ~ω2

))
+
∂I−1

B

∂~θ2

~MB (B.11)

+I−1
B

∂ ~MB

∂~θ2

+
∂I−1

B

∂~θ2

İB

(
~ω1 + ~ω2

)
+ I−1

B

∂İB

∂~θ2

(
~ω1 + ~ω2

)
− I−1

A

∂ ~MA

∂~θ2

∂~̇ω2

∂~ω1
= I−1

B IB

(
~ω1 + ~ω2

)
− I−1

B ~ωs1IB − I−1
B İB − I−1

A

(
IA~ω1

)s
+ I−1

A ~ωs1IA (B.12)

∂~̇ω2

∂~ω2
= −I−1

B ~ωs1IB + I−1
B İB − I−1

B

∂İB
∂~ω1

(
~ω1 + ~ω2

)
(B.13)

∂~̈rs/c

∂~r
= −µ ∂

2U13

∂~r2
A,s/c

CA −
(
µ− 1

) ∂2U23

∂~r2
B,s/c

CA (B.14)

∂~̈rs/c

∂~θ1

= − ∂2U13

∂~rA,s/c∂~θ1

− ∂2U23

∂~rB,s/c∂~θ1

− µ ∂
2U13

∂~r2
A,s/c

∂CA

∂~θ1

~r −
(
µ− 1

) ∂2U23

∂~r2
B,s/c

∂CA

∂~θ1

~r (B.15)

∂~̈rs/c

∂~θ2

= − ∂2U23

∂~rB,s/c∂~θ2

(B.16)

∂~̈rs/c

∂~rs/c
= − ∂2U13

∂~r2
A,s/c

− ∂2U23

∂~r2
B,s/c

(B.17)
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B.2 Mass Parameter Partials Matrix

The mass parameter partials matrix is necessary for numerical integration of the MPSM. It

is made up of several submatrices

B =



03×1 03×1 03×3 03×3

03×1 03×1 03×3 03×3

03×1 03×1 03×3 03×3

∂~̈r
∂MA

∂~̈r
∂MB

∂~̈r
∂ ~TA

∂~̈r
∂ ~TB

∂~̇ω1
∂MA

∂~̇ω1
∂MB

∂~̇ω1

∂ ~TA

∂~̇ω1

∂ ~TB

∂~̇ω2
∂MA

∂~̇ω2
∂MB

∂~̇ω2

∂ ~TA

∂~̇ω2

∂ ~TB

03×1 03×1 03×3 03×3

∂~̈rs/c
∂MA

∂~̈rs/c
∂MB

∂~̈rs/c

∂ ~TA

∂~̈rs/c

∂ ~TB



(B.18)

Where the detailed equations for the submatrices are

∂~̈r

∂MA
=
(
−
∂I−1

A

∂MA

(
IA~ω1

)s
~ω1 − I−1

A

( ∂IA
∂MA

~ω1

)s
~ω1

)s
~r +

(
−
∂I−1

A

∂MA

~MA (B.19)

−I−1
A

∂ ~MA

∂MA

)s
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1

M2
A

∂U

∂~r
− 1

m

∂2U

∂~r∂MA

∂~̈r

∂MB
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I−1
A

∂ ~MA

∂MB

)s
~r +

1

M2
B

∂U

∂~r
− 1

m

∂2U

∂~r∂MB
(B.20)

∂~̈r

∂ ~TA
=
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−
∂I−1

A

∂ ~TA

(
IA~ω1

)s
~ω1 − I−1

A

(∂IA
∂ ~TA

~ω1

)s
~ω1

)s
~r +

(
−
∂I−1

A

∂ ~TA

~MA (B.21)

−I−1
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∂ ~MA

∂ ~TA

)s
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m

∂2U

∂~r∂ ~TA
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∂ ~TB
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A
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∂ ~TB

)s
~r +

1

M2
B

∂U

∂~r
− 1

m

∂2U

∂~r∂ ~TB
(B.22)

∂~̇ω1

∂MA
=
∂I−1

A

∂MA

(
IA~ω1

)s
~ω1 + I−1

A

( ∂IA
∂MA

~ω1

)s
~ω1 +

∂I−1
A

∂MA

~MA + I−1
A

∂ ~MA

∂MA
(B.23)

∂~̇ω1

∂MB
= I−1

A

∂ ~MA

∂MB
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∂~̇ω1

∂ ~TB
= I−1

A

∂ ~MA

∂ ~TB
(B.26)
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∂~̇ω2

∂MA
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A

∂MA

(
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A
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B.3 Observation-State Matrix

Hx =



~01x3 ~01x3 ~01x3 ~01x3 ~01x3 ~01x3
∂ρ
∂~rs/c

~01x3
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~03x3
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~01x3

∂l2
∂~r

~01x3 ~01x3 ~01x3 ~01x3 ~01x3
∂l2
∂~rs/c

~01x3


(B.35)

Where the detailed equations of the submatrices are

∂ρ

∂~rs/c
=

~rTs/c − ~r
T
⊕

|~rs/c − ~r⊕|
(B.36)

∂ρ̇

∂~rs/c
=
−(~̇rs/c − ~̇r⊕)� (~rs/c − ~r⊕)� (~̇rs/c − ~̇r⊕)
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+

~̇rs/c − ~̇r⊕
|~rs/c − ~r⊕|

(B.37)

∂ρ̇
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|~rs/c − ~r⊕|

(B.38)
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∂~r
= C T

A
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µI 3x3
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− µ

(µ~r + ~rs/c)(µ~r + ~rs/c)
T

|µ~r + ~rs/c|3

)
(B.39)

∂σ̂1

∂~θ1

=
∂C T

A

∂~θ1

(µ~r + ~rs/c) (B.40)

∂σ̂1

∂~rs/c
= C T

A

(
I 3x3

µ~r + ~rs/c
−

(µ~r + ~rs/c)(µ~r + ~rs/c)
T

|µ~r + ~rs/c|3

)
(B.41)
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∂σ̂2

∂~r
= C TC T
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)
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= C T ∂C
T
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C T
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= C TC T
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B.4 Observation-Consider Parameter Matrix

Hc =



0 0 ~01x3 ~01x3

0 0 ~01x3 ~01x3

∂σ̂1
∂MA

∂σ̂1
∂MB

~03x3 ~03x3
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∂MA
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(B.50)

Where the detailed equations of the submatrices are
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Appendix C

General Use Binary Asteroid Simulator

As a part of the analysis for this paper we developed a tool for dynamical propagation of

binary asteroids of arbitrary shape and expansion order using the Hou mutual gravity potential

described in Ch. 2 [28]. We have provided the software tool for free use at https://github.com/alex-

b-davis/gubas. The tool, referred to as the General Use Binary Asteroid Simulator, is intended

to provide the planetary science community with an easily used, fast, and high fidelity simulation

tool for the numerical integration of binary asteroid dynamics. It does not include the tools for the

fundamental frequency analysis performed in this paper.

The software was designed and implemented to be highly modular to enable a wide set of

uses and allow for easy integration into larger tool sets. For this reason the architecture was

centered around a C++ executable wrapped in a Python shell. The C++ executable performs

the numerical integration and calculation of the inertia integrals while the Python wrapper pre-

processes user input from a configuration file to initialize the executable and post-processes the

results. This approach allows the user to easily modify the Python shell script to fit their needs.

In the standard architecture all interactions are handles through the configuration file and a single

command line call to initialize the process. While the software and a detailed user guide can be

found by following the github link, Fig. C.1 shows a basic flowchart of the software process.

https://github.com/alex-b-davis/gubas
https://github.com/alex-b-davis/gubas
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Figure C.1: General Use Binary Asteroid Simulator Software Flowchart
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