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Adaptive Flight Control in the Presence of Input Constraints

Amir F. Ajami

(ABSTRACT)

Aerospace systems such as aircraft or missiles are subject to environmental and dynamical

uncertainties. These uncertainties can alter the performance and stability of these systems.

Adaptive control offers a useful means for controlling systems in the presence of uncertainties.

However, very often adaptive controllers require more control effort than the actuator limits

allow. In this thesis the original work of others on single input single output adaptive

control in the presence of actuator amplitude limits is extended to multi-input systems. The

Lyapunov based stability analysis is presented. Finally, the resultant technique is applied

to aircraft and missile longitudinal motion. Simulation results show satisfactory tracking of

the states of modified reference system.
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Chapter 1

Introduction

The X-15’s beginnings were in 1952. It was the year of the first flight of the YB-52, and the

aeronautical community was struggling to advance aircraft speeds from Mach 1.5 to Mach

2. Men of vision, however, already were looking to the higher speeds and altitudes that

would eventually take us to orbital flight. For it was that year that the NACA Committee

on Aeronautics recommended an increase in research dealing with flight to speeds of Mach

10 or 12 and to altitudes from 12 to 50 miles.

The X-15 was 50 feet long and had a wingspan of 22 feet. It weighed 33,000 pounds at

launch and 15,000 pounds empty. Its flight control surfaces were hydraulically actuated and

included all-moveable elevators, upper and lower rudders, speed brakes on the aft end of the

fixed portion of the vertical fins, and landing flaps on the trailing edge of the wing. There

were no ailerons; roll control was achieved by differential deflection of the horizontal tail.

All three X-15’s were delivered with simple rate-feedback damping in all axes. The number

three X-15, however, was extensively damaged during a ground run before it ever flew;

when it was rebuilt it was fitted with a self-adaptive flight control system which included

command augmentation, self-adaptive damper gains, several autopilot modes, and blended

aerodynamic and ballistic controls.

The next flight resulting in the heat damage occurred in October 1967. In November of that

year X-15 No.3 launched on what was planned to be a routine research flight to evaluate

a boost guidance system and to conduct several other follow-on-experiments. During the

boost, the airplane experienced an electrical problem that affected the flight control system

and inertial displays. At peak altitude, the X-15 began a yaw to the right, and it re-entered

1
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the atmosphere yawed crosswise to the flight path. It went into a spin and eventually broke

up at 65,000 feet, killing the pilot Michael Adams. It was later found that the adaptive

control system was to be blamed for this incident.

Since the crash of X-15 more attention has been paid to robustness of adaptive controllers.

While the main cause of that crash was parameter drift, as found out later, it was apparent

that adaptive control theory was not ready for another flight for the next 30 years. Among

many key issues control saturation plays a central role.

1.1 Motivation

The motivation and significance of the much needed design methods for adaptive control in

the presence of input constraints can be illustrated today by control of unmanned aircraft,

whose nominal flight control system is retrofitted with an adaptive element in order to

track the guidance commands in the presence of failures and environmental uncertainties.

If an unknown and/or undetected failure occurs (caused by battle damage or a control

surface malfunction), then in spite of the failure, the guidance system would continue issuing

its commands that may no longer be achievable by the aircraft. As a consequence, the

required control effort will quickly saturate the aircraft surfaces while striving to maintain

the “healthy” vehicle tracking performance, and subsequently will de-stabilize the aircraft.

This situation may quickly become flight critical due to the fact that most of today’s high

performance aircraft are open-loop unstable.

Therefore, it is important to develop practical techniques to maintain stability of adaptive

controllers in the presence of actuator amplitude saturation, or even avoid saturation to

keep the vehicle on safer side. Today’s airplanes utilize many actuators to control different

surfaces. Thus there is a need to develop techniques that can be used for such multi-input

flight systems.

1.2 Problem Definition

Consider the following system:

ẋ(t) = Ax(t) + BΛu(t)

(1.1)
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where A ∈ Rn×n is the unknown system matrix, B ∈ Rn×m is the known control power

efficiency matrix, Λ ∈ Rm×m is an unknown diagonal matrix with positive diagonal elements,

usually introduced to model partial control surface failures, and u ∈ Rm is the control vector

signal with amplitude saturation defined for each competent as follow:

ui(t) = umaxi
sat

(
uci

(t)

umaxi

)
=





uci
(t), |uci

(t)| ≤ umaxi

umaxi
sgn (uci

(t)) , |uci
(t)| > umaxi

i = 1, ...,m (1.2)

In this thesis, we develop a method to ensure stable adaptation in the presence of input

constraints (1.2).

1.3 Approach

The goal of this research is to use maximum possible control authority of an adaptive con-

troller while maintaining satisfactory stability and tracking. The novel design approach is

termed “Positive µ-modification”, or simply “µ-mod”, where the free design parameter µ

defines a convex combination of the classical linear in parameters model reference adaptive

control and a modified saturation bound. With this parameterization, the control deficiency

can be reduced to ensure that the control signal will never incur saturation if needed. This

reduction in control deficiency is achieved through a modification of the system command

and its second derivative. This in turn may become crucial for preventing structural mode

interaction problems during the periods of control saturation. Finally, Lyapunov based sta-

bility proofs are provided that define sufficient conditions on system parameters and reference

input.

1.4 Overview

This thesis consists of four chapters. In chapter 2 we review previous results that have

been derived in the area of adaptive control of aerospace systems in the presence of input

constraints. In chapter 3 we first give the formulation of single input positive µ-mod modifi-

cation applied to short period dynamics of aircraft and missiles. Next, we extend the single

input positive µ-mod modification method to multi-input systems and show Lyapunov based
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stability proofs. In chapter 4 we apply the single-input and multi-input techniques to air-

craft and missile longitudinal dynamics and show simulations. The thesis ends with chapter

5 that provides some recommendations for future work.



Chapter 2

Literature Review

2.1 Theory and Applications

In the past decade control design in the presence of input saturation has attracted a vast

amount of research effort (for chronological bibliography see [4]). This issue is especially

challenging in adaptive systems, because continued adaptation during input saturation may

easily lead to instability. In order to overcome the undesirable/destabilizing effects of control

saturation during the adaptation process, an adaptive modification (proportional to control

deficiency) to both the tracking error and the reference model dynamics was proposed by

Monopoli in [19] but without any formal proof of stability. In the Pseudo Control Hedging

(PCH) method of Johnson and Calise [11] a fixed gain adjustment (proportional to control

deficiency) to the reference model was introduced again without stability proofs. Authors

in [21] show the formulation of discrete adaptive control with input saturation but without

any Lyapunov based proofs. Ref. [1] provides stability proofs only when the parameter esti-

mates converge before error converges. Ref.[22] also formulates techniques of modifying the

reference states while providing no rigorous proofs. The author in [28] shows stability proofs

of only stable adaptive controllers in the presence of input saturation. Refs. [18, 9] consider

both amplitude and rate saturation for nonlinear systems without explicit construction of

the domain of attraction.

Ref.[2] and Ref.[10] provide stability proofs of Model Reference Adaptive Control (MRAC)

only for stable plants. Some earlier methods suggested stopping the adaptation during the

saturation periods and reverting back to the nominal controller. Ref. [5] proposed adaptive

5
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scaling of the reference command (issued by guidance system) for preventing instabilities

and failures of this type [12]. While all the previous works have focused on single input

systems, Schawger in [25] extended the work of [12] to multi-input systems. In this work the

author has tried to maintain the direction of control vector such that it remains within an

ellipse inside the saturation limits. This method however does not allow the controller to use

its maximum possible authority. Figure 2.1 shows the proposed control saturation function

sat(u) used in [25] for stability proof.

Figure 2.1: Elliptical saturation function.

From Figure 2.1 it can be seen that the saturation is defined such that the maximum control

authority is the limit of the ellipse. In this case the direction of the control vector remains

the same. This is done for the purpose of simplification of the stability proof. In this thesis

we will develop the stability proof for the true saturation function sat(u) in Figure 2.1.



Chapter 3

Positive µ-Modification for Single

Input Systems

This chapter is organized as follows. At first we state the problem formulation, then we

present the control design approach by augmenting a baseline LQR controller with adaptive

element, upon which we discuss the specifics of the µ-mod based design.

3.1 Problem Statement for Short Period Dynamics

An aircraft/missile short period dynamics can be written as:
[

α̇(t)

q̇(t)

]
=

[
Zα 1

Mα Mq

]

︸ ︷︷ ︸
A

[
α(t)

q(t)

]

︸ ︷︷ ︸
x(t)

+λ

[
Zδ

Mδ

]

︸ ︷︷ ︸
b

(δ(t) + f(α(t), q(t))) (3.1)

y(t) = c>x(t) , (3.2)

where α is the angle of attack, q is the pitch rate, δ is the control surface (such as an

elevator), Mα, Mq are the vehicle stability derivatives (partially known), while Mδ and Zδ

are the known/nominal values for control derivatives, λ is an unknown constant of known

sign introduced to model control surface failure, c is a known vector, and f(α, q) denotes

the uncertainty in the pitching moment.

In this section, we will address two different control objectives. For an F-16 model, we will

set c = [0 1]> and design a full state feedback pitch rate tracking control δc(t). We will

7
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formulate reference model dynamics such that q(t) tracks a commanded signal rcmd(t) in the

presence of a static actuator model:

δ(t) = δmax sat

(
δc(t)

δmax

)

=





δc(t), |δc(t)| ≤ δmax

δmax sgn (δc(t)) , |δc(t)| > δmax

. (3.3)

For a missile, we will perform an angle of attack tracking design while choosing c = [1 0]>.

The resultant simulations are shown in chapter 5.

3.2 Ideal Reference Model

For the short period dynamics above, in the absence of uncertainties and actuator constraints,

the desired closed-loop reference model dynamics are derived using conventional LQR theory:
[

α̇∗m(t)

q̇∗m(t)

]
= Am

[
α∗m(t)

q∗m(t)

]

︸ ︷︷ ︸
x∗m(t)

+bkgr
cmd(t)

y∗m(t) = c>x∗m(t) , (3.4)

where

Am = Anom + b
[

klqrα klqrq

]

︸ ︷︷ ︸
k>lqr

, (3.5)

in which Anom is the matrix of the nominal (known) values of the stability derivatives,

the gain k>lqr = −r−1b>P is derived using the unique positive definite symmetric solution

P = P> > 0 of the corresponding Riccati equation

Q + PA + A>P − Pbr−1b>P = 0

with Q > 0 being a positive definite symmetric weighting matrix, and r being the scalar

control weight. The feedforward gain kg is chosen to achieve a unity DC gain between the

commanded signal r(t) and the controlled system output y(t).

kg = − 1

c>A−1
m b

. (3.6)
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3.3 Adaptive Control Design in the Absence of Control

Saturation

For the system in (3.1), in the absence of control saturation an adaptive controller can be

determined to track the reference model in (3.4) with bounded errors. In the presence control

saturation, we need the following assumption to ensure the feasibility of the control objective.

Assumption 1 There exists R > 0 such that ∀x ∈ BR , {x ∈ R2 : ‖x‖ ≤ R}:

δmax ≥ d , max
x∈BR

|f(x)| . (3.7)

Following [24], for all x ∈ BR ⊂ R2, BR , {x : ‖x‖ ≤ R} consider a parametrization of the

unknown continuous nonlinearity f(α, q) using a linear combination of radial basis functions

(RBFs) φi(α, q):

f(α, q) = θ>Φ(α, q) + ε(α, q), |ε(α, q)| ≤ ε∗ , (3.8)

where θ is a vector of unknown constant coefficients ||θ|| ≤ θ∗, Φ(α, q) is a vector of Gaussian

basis functions φi(α, q), |φi(α, q)| ≤ 1, ε(α, q) represents the uniformly bounded approxi-

mation error, and ε∗, θ∗ are known constants. Such approximation represents a linear in

parameters neural network (NN) with RBFs in its inner layer. In the absence of control

saturation, the model following adaptive controller is defined as:

δad(t) = k̂
>
(t)x(t) + k̂r(t)r

cmd(t)− θ̂
>
(t)Φ(α(t), q(t)), (3.9)

where k̂(t), k̂r(t), and θ̂(t) are the adaptive parameters. Following classical model reference

adaptive control (MRAC) framework, we introduce the following matching assumptions:

∃k∗ : Am = A + λb(k∗)> (3.10)

∃k∗r : kg = λk∗r . (3.11)

Denoting k̃(t) = k̂(t)− k∗, k̃r(t) = k̂r(t)− k∗r , and θ̃(t) = θ̂(t)− θ, the system dynamics in

(3.1) with the control action (3.9) can be presented as:

ẋ(t) = Amx(t) + λbk̂r(t)r
cmd(t) + λbk̃

>
(t)x(t)− λbθ̃

>
(t)Φ(α(t), q(t))

+ λbε(α(t), q(t)) . (3.12)
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Subtracting (3.4) from (3.12), we obtain closed-loop error dynamics in the following form:

ė(t) = Ame(t) + λbk̃
>
(t)x(t) + λbk̃r(t)r

cmd(t)− λbθ̃
>
(t)Φ(α(t), q(t))

+λbε(α(t), q(t)) , (3.13)

where

e>(t) = [α(t)− αm(t) q(t)− qm(t)] (3.14)

is the tracking error. Consider the following adaptive laws:

˙̂
k(t) = −ΓxProj(k̂(t),x(t)e>(t)P0bsgn(λ))
˙̂
kr(t) = −γrProj(k̂r(t), r

cmd(t)e>(t)P0bsgn(λ)) (3.15)
˙̂
θ(t) = ΓθProj(θ̂(t),Φ(α(t), q(t))e>(t)P0bsgn(λ)) ,

with the following initial conditions k̂(0) = klqr, kr(0) = kg, θ̂(0) = 0. In (3.15), P0 = P>
0 > 0

is the solution of the Lyapunov equation A>
mP0 + P0Am = −Q0 for some positive definite

Q0 > 0, Proj(·, ·) denotes the projection operator [23] and ensures boundedness of adaptive

parameters by definition, while Γx, γr and Γθ are the rates of adaptation. The derivative of

the following candidate Lyapunov function

V (e(t), k̃(t), k̃r(t), θ̃(t)) = e>(t)P0e(t) + |λ|
(
k̃
>
(t)Γ−1

x k̃(t) + k̃2
r(t)γ

−1
r

+ θ̃
>
(t)Γ−1

θ θ̃(t)
)

(3.16)

along the trajectories of (3.13), (3.15) is

V̇ (t) = −e>(t)Q0e(t) + e>(t)P0bε(α(t), q(t)) .

Therefore

V̇ (t) ≤ 0

if

||e|| ≥ 2|λ| ||P0b||ε∗
λmin(Q0)

,

where λmin(Q0) denotes the minimum eigenvalue of Q0. Since the Projection operator ensures

boundedness of parameter errors, then V̇ (t) ≤ 0 outside a compact set

{
‖e‖ ≤ 2|λ| ‖P0b‖ε∗

λmin(Q0)

} ⋂ {
‖W̃‖ ≤ W ∗

}
, (3.17)

where

W̃ (t) =
[
k̃
>
(t) k̃r(t) θ̃(t)

]
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and W ∗ is the maximum allowable norm upper bound selected for the Projection operator,

‖·‖ denotes the 2-norm. Following standard invariant set arguments one can conclude that if

the initial errors are within the largest level set of the Lyapunov function (3.16), for which the

RBF approximation has been defined in (3.8), then the error dynamics (3.13) are ultimately

bounded with respect to e(t), W̃ (t) and the ultimate bound is any number larger than the

value of Lyapunov function on the minimum level set embracing the compact set in (3.17).

3.4 Positive µ-modification for Actuator Position Lim-

its

The adaptive controller in (3.9) is not guaranteed to stay within the limits in (3.3), which

may easily lead to instability. To overcome this, we introduce an adaptive modification of

the reference model and modify the adaptive laws accordingly. Following the methodology

in [16], we first define the pseudo-bound for the actuator position limit δ∗max as:

δ∗max = 0.8δmax (3.18)

which means the safety zone is 20 % of saturation limit. Write the system dynamics in (3.1)

as follows:

ẋ(t) = Ax(t) + λb (δc(t) + f(α(t), q(t))) + λb∆δ(t) , (3.19)

where ∆δ(t) = δ(t) − δc(t) denotes the control deficiency due to the static actuator model

(3.3), and δc(t) is the commanded control signal. Consider the following µ-modification of

the adaptive control signal:

δc(t) = δad(t) + µ∆δc(t) , (3.20)

where

∆δc(t) = δ∗max sat

(
δc(t)

δ∗max

)
− δc(t)

denotes the control deficiency due to the static actuator model in (3.3) with the pseudo-bound

in (3.18), while µ > 0 is a constant. In [16], it was shown that the implicit relationship in

(3.20) has a unique explicit solution for the commanded control signal, which can be written

as a convex combination of the adaptive control in the absence of control saturation defined
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in (3.9) and the pseudo-bound for the position limit in (3.18):

δc(t) =
1

1 + µ

(
δad(t) + µδ∗max sat

(
δad(t)

δ∗max

))

=





δad(t), |δad(t)| ≤ δ∗max

1
1+µ

(δad(t) + µδ∗max) , δad(t) > δ∗max

1
1+µ

(δad(t)− µδ∗max) , δad(t) < −δ∗max .

(3.21)

We note that setting µ = 0 one recovers the adaptive control architecture from [12]. Substi-

tuting (3.20) into (3.19), we get:

ẋ(t) = Amx(t)− λbk̃
>
(t)x(t)− λbθ̃

>
(t)Φ(α(t), q(t)) + λbε(α(t), q(t))

+ λb∆δad(t)− bλk̂r(t)r
cmd(t) , (3.22)

where

∆δad(t) = δ(t)− δad(t) .

This leads to the following modification of the adaptive reference model:
[

α̇m(t)

q̇m(t)

]
= Am

[
αm(t)

qm(t)

]

︸ ︷︷ ︸
xm(t)

+bkg(r
cmd(t) + k̂u(t)∆δad(t)) , (3.23)

where k̂u(t) is yet another adaptive gain and propagates according to the following dynamics:

˙̂
ku(t) = γuProj(k̂u(t), ∆δad(t)e

>(t)P0bkg). (3.24)

In the above the ideal value of k̂u(t) is:

k∗u =
λ

kg

.

As a result, modified closed-loop error dynamics can be derived as follows:

ė(t) = ẋ(t)− ẋm(t)

= Ame(t) + λbk̃
>
x(t)− λbθ̃

T
Φ(α(t), q(t)) + λbk̃r(t)r

cmd(t) + λbε(α(t), q(t))

− bkgk̃u(t)∆δad(t) , (3.25)

where k̃u(t) = k̂u(t)− k∗u. Define the following candidate Lyapunov function:

V (e(t), k̃(t), k̃r(t), k̃u(t), θ̃(t)) = e>(t)P0e(t) + |λ|(k̃>(t)Γ−1
x k̃(t) + k̃2

r(t)γr

+ θ̃
>
(t)Γ−1

θ θ̃(t)) + γ−1
u k̃2

u(t) (3.26)
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Its time derivative along the trajectories of (3.25) along with the adaptive laws in (3.15) and

(3.24) is:

V̇ (e(t), k̃(t), k̃r(t), k̃u(t), θ̃(t)) = −e>(t)Q0e(t) + 2λe>(t)P0bε(α(t), q(t))

≤ −λmin(Q0)||e(t)||2 + 2λ||e(t)||||P0b||ε∗
≤ −||e(t)||[λmin(Q0)||e(t)|| − 2||P0b||ε∗] (3.27)

Hence

V̇ (t) ≤ 0

if

||e|| ≥ 2||P0b||ε∗
λmin(Q0)

.

To prove that the solutions of (3.15), (3.24) and (3.25) are Lyapunov bounded, one needs to

prove additionally that the adaptive reference model in (3.23) stays bounded with the given

modification. In [16], in the absence of nonlinearity, a constructive proof is developed and a

domain of attraction for the µ-modification based adaptive control is derived explicitly. It is

shown in [16] that for open-loop stable systems the method leads to globally stable asymp-

totic tracking of the modified reference model. For open-loop unstable systems the domain

of attraction of system states is constructed explicitly, for which local asymptotic stability

can be proved. In [17], the method is extended to systems with matched nonlinearities, and

an RBF approximation is introduced to compensate for the effects of the latter. Due to the

approximation nature of RBFs, the results are local both for open-loop stable and unstable

systems. The main theorem from [17] can be summarized:

Theorem 1 Let Assumption 1 hold with R satisfying

R >
2λ |δmax − d| ‖Pb‖

κ
(3.28)

Further let A and b in (3.1), δmax in (3.3), rmax , max
t∈[0,∞)

rcmd(t) and Q0 > 0 be such that

rmax <
λmin(Q0)|δmax − d| − ε∗

√
ρκ

|k∗r |
√

ρκ
,

where P0 = P>
0 > 0 is the unique solution of the algebraic Lyapunov equation, while ρ =

λmax(P0)
λmin(P0)

, κ =
∣∣∣λmin(Q0)− 2λ‖Pb‖‖k∗‖

∣∣∣. If the system initial conditions and the initial value

of the Lyapunov function in (4.41) satisfy:

x>(0)P0x(0) < λmin(P0)

[
2λ‖P0b‖

κ
|umax − d|

]2
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√
V (0) <

√
|λ|

λmax(Γx)

λmin(Q0)− √
ρ |k∗r | rmax+ε∗

|δmax−d| κ

2λ‖P0b‖+
√

ρ β1rmax+β2N
|umax−d| κ

where β1 , k̃max

k̃max
r

, β2 , θ̃max

k̃max
r

, and ‖k̃‖ ≤ k̃max, ‖k̃r‖ ≤ k̃max
r , ‖θ̃‖ ≤ θ̃max are guaranteed via

the projection operator, then the adaptive system with µ-modification has bounded solutions

∀rcmd(t), |rcmd(t)| ≤ rmax, and ∀t > 0

x>(t)P0x(t) < λmin(P0)

[
2λ‖P0b‖

κ
|δmax − d|

]2

.



Chapter 4

Adaptive Control for Multi-input

Systems in the Presence of Control

Constraints

4.1 Mathematical Preliminaries on Multi-Input Con-

trol Saturation

Consider an m dimensional vector y ∈ Rm and introduce the saturation function as follow:

sat(y) =




sat(y1)
...

sat(ym)


 (4.1)

where sat(yi) is defined as:

sat(yi) =

{
yi, |yi| ≤ 1

sgn(yi), |yi| > 1
(4.2)

Recall that the ∞-norm of a vector is:

‖y‖∞ = maxi|yi|

15
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Assuming that y 6= 0, scale the vector y by its ∞-norm and let

y⊥ =
y

‖y‖∞
From simple geometrical considerations it follows that y⊥ is the projection of y onto a unit

cube, where the latter is understood in terms of the ∞-norm. The projection y⊥ touches one

of the sides of the unit cube ‖y‖∞ ≤ 1, which, in turn, defines the saturation limits for each

of the components of the vector y. Notice that y⊥ is a direction preserving scaled version of

the original vector y and it does not violate the saturation constraints (Figure 4.1). Also,

from definitions in (4.1) and (4.2) we rewrite sat(y) as:

Figure 4.1: Saturation of two dimensional vector.

sat(y) =

{
y, ‖y‖∞ ≤ 1

y⊥ + y, ‖y‖∞ > 1
(4.3)

where the components of the newly introduced vector y are:

yi = sat(yi)− y⊥i
=

{
yi − y⊥i

, |yi| ≤ 1

sgn(yi), |yi| > 1

Notice that

yi =





(1− 1
‖y‖∞)yi, |yi| ≤ 1

(1− ‖y⊥i
‖2)sgn(yi), |yi| > 1

(4.4)



Amir F. Ajami Chapter 4. Multi-Input µ-mod 17

Therefore

|yi| =





| 1− 1
‖y‖∞ ||yi|, |yi| ≤ 1

|1− |yi|
‖y‖∞ |, |yi| > 1

(4.5)

The following upper bound is true:

|yi| ≤
∣∣∣1− 1

‖y‖∞
∣∣∣. (4.6)

Therefore, if ‖y‖∞ > 1, from (4.6) it follows that |yi| < 1 for all i = 1, 2, ..., m. Hence,

‖y‖∞ < 1 or

‖y‖∞ > 1 ⇒ ‖y‖∞ < 1 ⇒ ‖y‖∞ < ‖y‖∞ (4.7)

Figure (4.1) shows a two dimensional vector during the saturation.

Let ‖y‖2 =
√

y>y be the Euclidean norm of y. Then

‖y‖∞ ≤ ‖y‖2 ≤
√

m‖y‖∞

or ‖y‖2√
m
≤ ‖y‖∞ ≤ ‖y‖2 (4.8)

Using (4.8) in (4.7) for ‖y‖∞ > 1, we have

‖y‖2 <
√

m‖y‖∞ <
√

m‖y‖∞ <
√

m‖y‖2 (4.9)

Lemma 4.1 For the Euclidean norms of the vectors y and y, if ‖y‖∞ > 1 , the following

inequalities are true:

0 < ‖sat(y)‖2 − ‖y‖2 ≤
√

m (4.10)

Proof. Indeed,

|‖sat(y)‖2 − ‖y‖2| ≤ ‖sat(y)− y‖2 = ‖y⊥‖2 =
‖y‖2

‖y‖∞ ≤
√

m‖y‖∞
‖y‖∞ =

√
m

On the other hand, to prove that 0 < ‖sat(y)‖2 − ‖y‖2, it is sufficient to prove that

(‖sat(y)‖2−‖y‖)(‖sat(y)‖2 + ‖y‖2) = ‖sat(y)‖2
2−‖y‖2

2 =
m∑

i=1

((sat(yi))
2− (yi)

2) > 0 (4.11)

To this end, notice that from (4.2) and (4.4) we conclude
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(sat(yi))
2 − (yi)

2 =





y2
i − (1− 1

‖y‖∞ )2y2
i , |yi| ≤ 1

1− (1− |yi|
‖y‖∞ )2, |yi| > 1

If ‖y‖∞ > 1, then

0 <
(
1− 1

‖y‖∞
)2

< 1

At the same time, from the definition of ‖y‖∞ we get

0 ≤
(
1− |yi|

‖y‖∞
)2

≤ 1.

Since ‖y‖∞ > 1, then y 6= 0, and therefore there exists at least one i for which the following

can be true:

0 ≤
(
1− |yi|

‖y‖∞
)2

< 1

Hence
m∑

i=1

((sat(yi))
2 − (yi)

2) > 0

Thus the lower bound in (4.11) holds and,

‖sat(y)‖2 − ‖y‖2 > 0,

which leads to (4.10). The proof is complete.

In case of arbitrary non-equal bounds, let

Xmax =




Xmax1 . . . 0
...

. . .
...

0 . . . Xmaxm




and let

y = X−1
maxx

Then, it can be seen that the projection of y onto a unit cube (defined by the ∞-norm) is

equivalent to the projecting vector x onto m-dimensional rectangle with each side bounded

by Xmaxi
.
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4.2 Problem Formulation

Let the system dynamics propagate according to the following differential equation:

ẋ(t) = Ax(t) + BΛu(t) (4.12)

where x ∈ Rn is the state of the system, u ∈ Rm is the control input, A is an unknown

(n × n) matrix, B is a known (n ×m) constant matrix, Λ is an unknown (n × n) constant

diagonal matrix with positive diagonal elements. The control input u ∈ Rm is amplitude

limited and is calculated using the following static actuator model:

u(t) =




umax1sat(
uc1 (t)

umax1
)

...

umaxmsat(ucm (t)
umaxm

)


 (4.13)

Here, uc1(t), ..., ucm(t) are the components of the commanded vector of control input uc(t),

while umax1 , ..., umaxm are the actuator saturation limits. Equivalently, we can rewrite (4.13)

as:

u(t) = Umaxsat(U−1
maxuc(t)) (4.14)

where

Umax =




umax1 . . . 0
...

. . .
...

0 . . . umaxm




Thus for i = 1, ..., m component-wise one obtains:

ui(t) = umaxisat

(
uci

(t)

umaxi

)
=





uci
(t), |uci

(t)| ≤ umaxi

umaxisgn(uci
(t)), |uci

(t)| > umaxi

(4.15)

Lemma 4.2 For any uc(t) ∈ Rm there exists a bounded vector u(t) ∈ Rm such that ∀t > 0

the output of the static actuator model (4.14)-(4.15) can be written as:
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u(t) =





uc(t), ‖U−1
maxuc(t)‖∞ ≤ 1

uc⊥(t) + u(t), ‖U−1
maxuc(t)‖∞ > 1

(4.16)

where uc⊥(t) = uc(t)

‖U−1
maxuc(t)‖∞ , and the components of u(t) are

ui(t) =





uci
(t)− uc⊥i

(t), |uci
(t)| ≤ umaxi

sgn(uci
(t))− uc⊥i

(t), |uci
(t)| > umaxi

The proof follows from definitions in (4.14) and (4.15).

From Lemma 3.1 and the relationships in 4.9 it follows that

‖u(t)‖ < ‖u(t)‖ ≤ √
mumax, (4.17)

where umax = max {umax1 , ..., umaxm}.
Rewriting system dynamics in (4.12) by adding and subtracting uc(t) from u(t) we get:

ẋ(t) = Ax(t) + BΛuc(t) + BΛ∆u(t) (4.18)

where ∆u(t) = u(t)− uc(t) denotes the control deficiency due to the amplitude saturation

limits of actuators:

∆u(t) = [∆u1(t), ..., ∆um(t)]> , (4.19)

∆ui(t) =





0, |uci
(t)| ≤ umaxi

(umaxi − |uci
|)sgn(uci

(t)), |uci
(t)| > umaxi

(4.20)

Notice that from (4.16) we can write

∆u(t) =





0, ‖U−1
maxuc(t)‖∞ ≤ 1

uc⊥(t) + u(t)− uc(t), ‖U−1
maxuc(t)‖∞ > 1

(4.21)

Consider the following reference model dynamics, driven by a uniformly bounded continuous

reference input {r ∈ Rm : ‖r(t)‖ ≤ rmax} :

ẋ∗m(t) = Amx∗m(t) + Bmr(t) (4.22)
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In (4.22), x∗m(t) ∈ Rn is the state of the reference model, A∗
m is Hurwitz matrix, Bm ∈ Rn×m,

and the pair (Am, Bm) is controllable. The control design problem, addressed in this chapter,

can be stated as follows:

Given reference model (4.22), define an adaptive control architecture uc(t) and, if necessary,

augment the input r(t) to the reference model, so that the state x(t) of the system (4.12)

in the presence of multi-input constraints (4.14) tracks the state of xm(t) of the augmented

reference model asymptotically, while all the signals in both systems remain bounded.

4.3 Positive µ-modification and Closed Loop System

Dynamics

The main challenge in designing an adaptive controller for the system in (4.12), (4.14) is

associated with the control deficiency ∆u(t) = u(t) − uc(t) that appears in (4.18). Using

this signal, in [25] a modification to the reference model dynamics was suggested and the

corresponding direct adaptive laws were formulated. Motivated by [25], we propose yet

another control design modification that protects the adaptive input signal from position

saturation. To this end, choose constants 0 < δi < umaxi , where i = 1, ..., m, and define

uδi
maxi

= umaxi − δi for every i = 1, ..., m. Then the control deficiency can be represented as:

∆u(t) = ∆uc(t) + ∆sat(t) (4.23)

where

∆uci
(t) = uδi

maxi
sat

(
uci

(t)

uδi
maxi

)
− uci

(t), i = 1, ..., m (4.24)

∆sati(t) = umaxisat

(
uci(t)

umaxi

)
− uδi

maxi
sat

(
uci(t)

umaxi

)
, i = 1, ..., m (4.25)

Direct adaptive model reference control architecture with µ-modification is defined as:

uc(t) = uad(t) + µ∆uc(t), (4.26)

uad(t) = K>
x (t)x(t) + K>

r (t)r(t) (4.27)
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In (4.26), uad(t) denotes the conventional linear in parameters adaptive control, Kx(t) ∈
Rn×m, Kr(t) ∈ Rm×m are adaptive gains, and µ ∈ Rm×m is a diagonal matrix of design con-

stants µ1, ..., µm. Note that the relation (4.26) defines the commanded control input uc(t)

implicitly. Next, we show that explicit solution of the latter can be found.

Lemma 4.3 If µ1, ..., µm ≥ 0, then the solution to (4.26) is given by a convex combi-

nation of uad(t) and uδ
maxsat

(
uad(t)
uδ

max

)
∀t > 0 :

uc(t) = (Im + µ)−1(uad(t) + µŨmaxsat(Ũ−1
maxuad(t))) (4.28)

which also can be represented component wise in the following form:

uci
(t) =





uadi
(t), |uadi

(t)| ≤ uδi
maxi

1
1+µi

(
uadi

(t) + µiu
δi
maxi

)
, uadi

(t) > uδi
maxi

1
1+µi

(
uadi

(t)− µiu
δi
maxi

)
, uadi

(t) < −uδi
maxi

(4.29)

with i = 1, ..., m.

Proof. If |uci
| ≤ uδi

maxi
, then ∆uci

(t) = 0, and the first relationship in (4.29) takes place. If

|uci
(t)| > uδi

maxi
, then using (4.24) along with (4.15) and (4.26), we can get:

uci
(t) = uadi

(t) + µi

(
uδi

maxi
sgn(uci

(t))− uci
(t)

)
︸ ︷︷ ︸

∆uci(t)

(4.30)

or equivalently

uci
(t) =

1

1 + µi

(
uadi

(t) + µiu
δi
maxi

sgn(uci
(t))

)

=





1
1+µi

(
uadi

(t) + µiu
δi
maxi

)
, uci

> uδ
maxi

1
1+µi

(
uadi

(t)− µiu
δi
maxi

)
, uci

< −uδ
maxi

(4.31)

It can be seen that since µi ≥ 0, the second and the third lines in the above relationship are

equivalent to the corresponding ones in (4.29). Thus the proof is complete.

Remark 4.1 Solving (4.26) for ∆uci
(t) and substituting uci

(t) from (4.29), one obtains:
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∆uci
(t) =

1

µi

(uci
(t)− uadi

(t))

=
1

µi

(
1

1 + µi

(
uadi

(t) + µiu
δi
maxi

sat

(
uadi

(t)

uδi
maxi

))
− uadi

(t)

)

=
1

1 + µi

(
uδi

maxi
sat

(
uadi

(t)

uδi
maxi

)
− uadi

(t)

)
=

1

1 + µi

∆uδi
adi

(t) (4.32)

where ∆uδi
adi

(t) is introduced for ∆uδi
adi

(t) , uδi
maxi

sat

(
uadi

(t)

u
δi
maxi

)
− uadi

(t). Consequently, if

∆uδi
adi

(t) is bounded, then the control deficiency ∆uci
(t) is inversely proportional to µi :

∆uci
(t) = O(1/µi).

Lemma 4.4 The following inequality is true for all i = 1, ..., m and for all t > 0:

uci
(t)∆uci

(t) ≤ 0 (4.33)

Proof. If |uci
(t)| ≤ umaxi

, then ∆uci
(t) = 0, and (4.33) holds with the equality sign. If

|uci
(t)| > umaxi

, then using (4.14) and the definition for ∆uci
(t), we get





uci
(t) > uδi

maxi
⇔ ∆uci

(t) = uδi
maxi

− uci
(t) < 0

uci
(t) < −uδi

maxi
⇔ ∆uci

(t) = −uδi
maxi

− uci
(t) > 0

(4.34)

which implies that uci
(t)∆uci

(t) ≤ 0. The proof is complete.

Substituting (4.26) into (4.28) yields the following closed-loop system dynamics:

ẋ(t) = (A + BΛK>
x (t))x(t) + BΛK>

r (t)r(t) + BΛ∆uad(t) (4.35)

where

∆uad(t) , µ∆uc(t) + ∆u(t) = umaxsat

(
uc(t)

umax

)
− uad(t) (4.36)

defines the deficiency of the linear in parameters adaptive signal uad(t).
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4.4 Adaptive Reference Model and Matching Condi-

tions

The system dynamics in (4.35) leads to consideration of the following adaptive reference

model system:

ẋm(t) = Amxm(t) + Bm(r(t) + K>
u (t)∆uad(t)) (4.37)

where xm ∈ Rm is the state of the reference model, Am is Hurwitz, Ku(t) ∈ Rm×m is a matrix

of adaptive gains to be determined through stability proof. Comparing (4.37) with system

dynamics in (4.35), assumptions are formulated that guarantee existence of the adaptive

signal with µ−modification in (4.26).

Assumption 4.1 (Reference model matching conditions)

∃K∗
x, K∗

r , K∗
u, BΛ(K∗

x)> = Am − A, BΛ(K∗
r )> = Bm, Bm(K∗

u)> = BΛ (4.38)

Remark 4.2 The true knowledge of gains K∗
x, K

∗
r , K

∗
u is not required, only their existence

is assumed. The second and third matching conditions in (4.38) imply that K∗
uK

∗
r = Im.

4.5 Stability Analysis

Let e(t) = x(t)−xm(t) be the tracking error signal. Then, the tracking error dynamics can

be written as:

ė(t) = ẋ(t)− ẋm(t)

= Am(t)e(t) + BΛ
(
∆K>

x (t)x(t) + ∆K>
r (t)r(t)

)−Bm∆K>
u (t)∆uad(t) (4.39)

where ∆Kx(t) = Kx(t)−K∗
x, ∆Kr(t) = Kr(t)−K∗

r , ∆Ku(t) = Ku(t)−K∗
u denote parameter

errors. Consider the following adaptation laws:

K̇x(t) = −Γxx(t)e>(t)PB

K̇r(t) = −Γrr(t)e
>(t)PB (4.40)

K̇u(t) = Γu∆uad(t)e
>(t)PBm
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where Γx = Γ>x > 0, Γr = Γ>r > 0, Γu = Γ>u > 0 are the corresponding matrices of rates of

adaptation. Note that for simplicity we have not used Proj(·, ·) while in practice Proj(·, ·)
can be used to ensure robustness of parameter errors. In order to assess the closed loop

system stability, define the following candidate Lyapunov function:

V (e(t), ∆Kx(t), ∆Kr(t), ∆Ku(t)) = e>(t)Pe(t) + tr
(
∆K>

x (t)Γ−1
x ∆Kx(t)Λ

)

+tr
(
∆K>

r (t)Γ−1
r ∆Kr(t)Λ

)
+ tr

(
∆K>

u (t)Γ−1
u ∆Ku(t)

)
(4.41)

where P = P> > 0 solves the algebraic Lyapunov equation

A>
mP + PAm = −Q (4.42)

for arbitrary Q = Q> > 0. The time derivative of the Lyapunov function in (4.41) along the

system trajectories (4.39), (4.40) is:

V̇ (t) = −e>(t)Qe(t) + 2e>P (BΛ(∆K>
x (t)x(t) + ∆K>

r (t)r(t))−Bm∆K>
u (t)∆uad(t))

+ 2tr(Λ∆K>
x (t)Γ−1

x ∆K̇x(t)) + 2tr(Λ∆K>
r (t)Γ−1

r ∆K̇r(t)) + 2tr(∆K>
u (t)Γ−1

u ∆K̇u(t))

= −e>(t)Qe(t) + 2tr
(
Λ∆K>

x (t)x(t)e>(t)PB + Λ∆K>
r (t)r(t)e>(t)PB

− ∆K>
u (t)∆uad(t)e

>(t)PBm

)
+ 2tr

(
Λ∆K>

x (t)Γ−1
x K̇x(t) + Λ∆K>

r (t)Γ−1
r K̇r(t)

+ ∆K>
u (t)Γ−1

u K̇u(t)
)

= −e>(t)Qe(t) + 2tr
[
Λ∆K>

x (t)
(
x(t)e>(t)PB + Γ−1

x K̇x(t)
)

+ Λ∆K>
r (t)

(
r(t)e>(t)PB + Γ−1

r K̇r(t)
)

+ ∆K>
u (t)

(
−∆uad(t)e

>(t)PBm + Γ−1
u K̇u(t)

)]

= −e>(t)Qe(t) + 2tr
[
Λ∆K>

x (t)
(
x(t)e>(t)PB − Γ−1

x Γxx(t)e>(t)PB
)

+ Λ∆K>
r (t)

(
r(t)e>(t)PB − Γ−1

r Γrr(t)e>(t)PB
)

+ ∆K>
u (t)

(
−∆uad(t)e

>(t)PBm + Γ−1
u Γu∆uad(t)e

>(t)PBm

)]

= −e>(t)Qe(t) ≤ 0

Since the derivative of the candidate Lyapunov is negative semidefinite, the signals e(t),

∆Kx(t), ∆Kr(t), ∆Ku(t) are bounded. Hence, there exist ∆Kmax
x and ∆Kmax

r such that

‖∆Kx(t)‖ < ∆Kmax
x , ‖∆Kr(t)‖ < ∆Kmax

r = α∆Kmax
x , ∀t > 0, where denoting α =√

λmin(Γr)/λmin(Γx). However, due to the modification of the reference model dynamics

in (4.37), one can not conclude stability of the system from above. Consequently one needs

in addition prove that one of the signals x(t) or xm(t) is bounded as well.
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Let PM be the maximum eigenvalue of the matrix P , solving the Lyapunov equation in (4.42),

while Pm be the minimum eigenvalue of P . Similarly, let Qm be the minimum eigenvalue

of Q. For the statement of our main result introduce the following notations: umax =

max {umax1 , umax2}, ρ = PM

Pm
, κ =

∣∣∣Qm − 2‖PBΛ‖‖K∗
x‖

∣∣∣, ω = umax

√
m, % = ω‖U−1

max‖∞,

η = Qm − 2umin‖U−1
max‖∞‖PBΛ‖‖K∗

x‖, K̄r = ∆Kmax
r + ‖K∗

r‖, K̄x = ∆Kmax
x + ‖K∗

x‖.
Theorem 4.1 For A and B in (4.12), umax in (4.14), K∗

x, K∗
r in (4.38) and P and Q in

(4.42), let

µ1 = ... = µm = µ′

µ′ <
η − κρ

umin
(ω + ‖U−1

max‖∞‖K∗
r‖)

κρ
umin

(ω + ‖U−1
max‖∞uminũmax + ũmax)

(4.43)

rmax <
η − κρ

umin

[
ω(1 + µ′) + µ′‖U−1

max‖∞uminũmax + µ′ũmax + umin‖U−1
max‖∞‖K∗

r‖
]

κρ
umin

‖K∗
r‖

(4.44)

If the system initial condition and the initial value of the Lyapunov function in (4.41) satisfy:

x>(0)Px(0) < Pm

[
2‖PBΛ‖

κ
umin

]2

(4.45)

√
V (0) <

√
λmax(Λ)

λmax(Γx)

η − κρ
umin

(
‖K∗

r‖rmax + ω(1 + µ′) + umin‖U−1
max‖∞‖K∗

r‖+ µ′ũmax + µ′uminũmax‖U−1
max‖∞

)

2umin‖U−1
max‖∞‖PBΛ‖+ 2‖PBΛ‖+ κρ

umin
αrmax + umin‖U−1

max‖∞α

(4.46)

where λmax(Λ), λmax(Γx) denote the maximum eigenvalues correspondingly, then

• the adaptive system in (4.39), (4.40) has bounded solutions ∀r(t), ‖r(t)‖ ≤ rmax

• the tracking error e(t) goes to zero asymptotically,

x>(t)Px(t) < Pm

[
2‖PBΛ‖

κ
umax

√
m

]2

, ∀t > 0 (4.47)
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• |uci
(t)| ≤ umaxi

, i = 1, ...,m that is position saturation of the commanded control signal

uci
(t) is overly prevented for all t > 0.

Proof. If ∆u(t) = 0, then the adaptive reference model dynamics in (4.37) reduce to the

one in (4.22), and the error dynamics in (4.39) are:

ė(t) = Ame(t) + BΛ
(
∆K>

x (t)x(t) + ∆K>
r (t)r(t)

)
(4.48)

Since (4.22) defines a stable reference model, then x∗m(t) is bounded. Recall that x(t) =

e(t) + x∗m(t) which ensures that x(t) is bounded. This consequently leads to boundedness

of ė(t), since all terms in (4.48) are bounded. Computing second derivative of V (t) we get

V̈ (t) = −2ė>(t)Qe(t)

Thus V̈ (t) exists and is bounded since e(t) and ė(t) are bounded. Therefore, V̇ (t) is uniformly

continuous. Since, V (t) > 0 and V̇ (t) ≤ 0 then V (t) has a finite limit. Using Barbalat’s

lemma (that states: if the differentiable function V (t) has a finite limit as t → ∞, and is

such that V̈ (t) exists and is bounded, then V̇ (t) → 0 as t →∞.) together with (4.44), leads

to asymptotic convergence of the tracking error e(t) to zero.

If ∆u(t) 6= 0, then in order to prove asymptotic convergence of the tracking error to zero,

one needs to show additionally that at least one of the two states xm(t) or x(t) is bounded.

Toward this end, suppose that A is Hurwitz matrix and consider the following candidate

Lyapunov function:

W (x(t)) = x>(t)PAx(t) (4.49)

where PA = P>
A > 0 solves the algebraic Lyapunov equation

A>PA + PAA = −QA

for some positive definite QA > 0. Since ∆u(t) 6= 0, then ‖u(t)‖ ≤ umax

√
m, where umax =

max {umax1 , ..., umaxm}, and the system dynamics in (4.12) become:

ẋ(t) = Ax(t) + BΛu(t) (4.50)

Consequently

Ẇ (x(t)) = −x>(t)QAx(t) + 2x>(t)PABΛu(t)

≤ −(QA)m‖x(t)‖2 + 2‖x(t)‖‖PABΛ‖umax

√
m (4.51)
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For open-loop stable systems it immediately implies that Ẇ < 0 if ‖x‖ > 2ω‖PABΛ‖/(QA)m.

Therefore, the system states remain bounded, which results in boundedness of ė(t). There-

fore V̈ (t) is bounded and one can use Barbalat’s lemma to conclude that adaptive laws in

(4.40) ensure global asymptotic stability of the error dynamics in (4.39).

For unstable systems, i.e. when A is not Hurwitz, add and subtract BΛ(K∗
x)>x(t) in (4.12)

and use the matching assumption in (4.38) to write the system dynamics in the following

form:

ẋ(t) = Ax(t) + BΛ(K∗
x)>x(t)−BΛ(K∗

x)>x(t) + BΛu(t)

= Amx(t)−BΛ(K∗
x)>x(t) + BΛu(t) (4.52)

Consider the following candidate Lyapunov function

W (x(t)) = x>(t)Px(t), (4.53)

where P = P> > 0 solves the algebraic Lyapunov equation (4.42) for some positive definite

Q > 0. Then

Ẇ (x(t)) = −x>(t)Qx(t)− 2x>(t)PBΛ(K∗
x)>x(t) + 2x>(t)PBΛu(t) (4.54)

Let

umin = min {umax1 , ..., umaxm} .

Notice that umin ≤ ‖u(t)‖ ≤ √
mumax and consider the following two possibilities:

1. x>(t)PBΛu(t) < −‖x(t)‖‖PBΛ‖umin

2. x>(t)PBΛu(t) ≥ −‖x(t)‖‖PBΛ‖umin

If x>(t)PBΛu(t) < −‖x(t)‖‖PBΛ‖umin, then from (4.54) we obtain:

Ẇ (x(t)) ≤ −Qm‖x(t)‖2 + 2‖PBΛ‖‖K∗
x‖‖x(t)‖2 − 2‖x(t)‖‖PBΛ‖umin

≤
∣∣∣Qm − 2‖PBΛ‖‖K∗

x‖
∣∣∣‖x(t)‖2 − 2umin‖PBΛ‖‖x(t)‖ (4.55)

Therefore, Ẇ (x(t)) < 0 if

x ∈ B1 ,
{

x| ‖x‖ < 2‖PBΛ‖umin

κ

}
(4.56)
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Consider the largest set Ω1 enclosed in B1, whose boundary forms a level set of W (x(t)):

Ω1 =

{
x| W (x(t)) ≤ Pm

[
2‖PBΛ‖umin

κ

]2
}

(4.57)

For all initial conditions of x(t) from the set B1 we have Ẇ (x(t)) < 0, implying that the

system states remain bounded.

If x>(t)PBΛu(t) ≥ −‖x(t)‖‖PBΛ‖umin, then using (4.28), we get the following:

x>(t)PBΛ

[
(Im + µ)−1(K>

x (t)x(t) + K>
r (t)r(t) + µŨmaxsat(Ũ−1

maxuad(t)))

‖U−1
maxuc(t)‖∞ + ū(t)

]

+ ‖x(t)‖‖PBΛ‖umin ≥ 0

where Ũmax is defined in (4.28). Multiplying both sides by 2 we get:

2x>(t)PBΛ(Im + µ)−1(∆K>
x (t)x(t) + K>

r (t)r(t))

+ 2x>(t)PBΛ(Im + µ)−1µŨmaxsat(Ũ−1
maxuad(t))

+ 2x>(t)PBΛū(t) + 2‖U−1
maxuc(t)‖∞‖x(t)‖‖PBΛ‖umin

≥ −2x>(t)PBΛ(Im + µ)−1(K∗
x)>x(t) (4.58)

To continue with the proof one has two choices here. Either setting µ1 = ... = µm = 0 or let

µ1 = ... = µm = µ′ and proceed. The first option is a particular case of the second, where

µ′ = 0. Thus we select the latter leading to

(Im + µ)−1 =
1

1 + µ′
Im.

Factoring out the constant term 1
1+µ′ from the above inequality, one can write (4.58) as

follows:

2x>(t)PBΛ(∆K>
x (t)x(t) + K>

r (t)r(t))

+ 2µ′x>(t)PBΛŨmaxsat(Ũ−1
maxuad(t))

+ 2(1 + µ′)x>(t)PBΛū(t) + 2(1 + µ′)‖U−1
maxuc(t)‖∞‖x(t)‖‖PBΛ‖umin

≥ −2x>(t)PBΛ(K∗
x)>x(t) (4.59)

Writing the derivative of the candidate Lyapunov function as:
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Ẇ (x(t)) = −x>(t)Qx(t)− 2x>(t)PBΛ(K∗
x)>x(t) + 2x>(t)PBΛu(t) (4.60)

and substituting for ū(t) from (4.17) one can upper bound (4.60) as

Ẇ (x(t)) ≤ −x>(t)Qx(t) + 2x>(t)PBΛ(∆K>
x (t)x(t) + K>

r (t)r(t))

+ 2µ′x>(t)PBΛŨmaxsat(Ũ−1
maxuad(t))

+ 2(1 + µ′)‖U−1
maxuc(t)‖∞‖x(t)‖‖PBΛ‖umin + 2(1 + µ′)‖x(t)‖‖PBΛ‖√mumax

(4.61)

Further

Ũmaxsat(Ũ−1
maxuad(t)) =




uδ1
max1

sat
(

uad1
(t)

u
δ1
max1

)

...

uδm
maxm

sat
(

uadm (t)

uδm
maxm

)


 ,

each component of which can be further presented as:

uδi
maxi

sat
(uadi

(t)

uδi
maxi

)
=





uadi
(t), |uadi

(t)| ≤ uδi
maxi

uδi
maxi

sgn(uadi
(t)), |uadi

(t)| > uδi
maxi

(4.62)

with i = 1, ..., m. Note that

‖Ũmaxsat(Ũ−1
maxuad(t))‖2 ≤ ‖Ũmax‖2 , ũmax.

Thus, we can further upper bound (4.61) as:

Ẇ (x(t)) ≤ −Qm‖x(t)‖2 + 2‖x(t)‖‖PBΛ‖(∆Kmax
x ‖x(t)‖+ ∆Kmax

r rmax + ‖K∗
r‖rmax)

+ 2(1 + µ′)‖x(t)‖‖PBΛ‖√mumax + 2(1 + µ′)‖U−1
maxuc(t)‖∞‖x(t)‖‖PBΛ‖umin

+ 2µ′‖x(t)‖‖PBΛ‖‖Ũmaxsat(Ũ−1
maxuad(t))‖2

Further,
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Ẇ (x(t)) ≤ −Qm‖x(t)‖2 + 2‖x(t)‖‖PBΛ‖(∆Kmax
x ‖x(t)‖+ ∆Kmax

r rmax + ‖K∗
r‖rmax)

+ 2(1 + µ′)‖x(t)‖‖PBΛ‖√mumax + 2(1 + µ′)‖U−1
max‖∞‖uc(t)‖∞‖x(t)‖‖PBΛ‖umin

+ 2µ′‖x(t)‖‖PBΛ‖ ‖Ũmax‖2︸ ︷︷ ︸
ũmax

Since ‖uc(t)‖∞ ≤ ‖uc(t)‖2 we can rewrite the above as

Ẇ (x(t)) ≤ −Qm‖x(t)‖2 + 2‖x(t)‖‖PBΛ‖(∆Kmax
x ‖x(t)‖+ ∆Kmax

r rmax + ‖K∗
r‖rmax)

+ 2(1 + µ′)‖x(t)‖‖PBΛ‖√mumax + 2(1 + µ′)‖U−1
max‖∞‖uc(t)‖2‖x(t)‖‖PBΛ‖umin

+ 2µ′‖x(t)‖‖PBΛ‖ũmax

(4.63)

Substituting for uci
(t) from (4.28) and using the definition of ũmax we get

Ẇ (x(t)) ≤ −Qm‖x(t)‖2 + 2‖x(t)‖‖PBΛ‖(∆Kmax
x ‖x(t)‖+ ∆Kmax

r rmax + ‖K∗
r‖rmax)

+ 2(1 + µ′)‖x(t)‖‖PBΛ‖√mumax + 2‖U−1
max‖∞(‖Kx(t)‖‖x(t)‖+ ‖Kr(t)‖‖r(t)‖)

‖x(t)‖‖PBΛ‖umin + 2µ′‖U−1
max‖∞‖Ũmaxsat(Ũ−1

maxuad(t))‖2‖x(t)‖‖PBΛ‖umin

+ 2µ′‖x(t)‖‖PBΛ‖ũmax

(4.64)

and upper bounding further yields:

Ẇ (x(t)) ≤ −Qm‖x(t)‖2 + 2‖x(t)‖‖PBΛ‖(∆Kmax
x ‖x(t)‖+ ∆Kmax

r rmax + ‖K∗
r‖rmax)

+ 2(1 + µ′)‖x(t)‖‖PBΛ‖√mumax + 2‖U−1
max‖∞((∆Kmax

x + ‖K∗
x‖)‖x(t)‖

+ (∆Kmax
r + ‖K∗

r‖)rmax)‖x(t)‖‖PBΛ‖umin

+ 2µ′‖x(t)‖‖PBΛ‖ũmax + 2µ′‖U−1
max‖∞ũmax‖x(t)‖‖PBΛ‖umin

(4.65)

where the subindex 2 has been dropped from the norm. Further, grouping the terms, one

gets:
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Ẇ (x) ≤ −
(
Qm − 2‖PBΛ‖∆Kmax

x − 2umin‖U−1
max‖∞‖PBΛ‖(∆Kmax

x + ‖K∗
x‖)

)
‖x‖2

+ 2‖x‖‖PBΛ‖
(
(∆Kmax

r + ‖K∗
r‖)rmax +

√
m(1 + µ′)umax

+ umin‖U−1
max‖∞(∆Kmax

r + ‖K∗
r‖)rmax + µ′ũmax + µ′‖U−1

max‖∞ũmaxumin

)
(4.66)

Notice that since V (e(t), ∆Kx(t), ∆Kr(t), ∆Ku(t)) is radially unbounded, and its derivative

is negative, then the maximal values of all errors, including ∆Kmax
x ,∆Kmax

r , do not exceed

the level set value of the Lyapunov function V = V0 = V (0). Therefore using the assumed

inequality (4.46) yields:

∆Kmax
x <

η − κρ
umin

(
‖K∗

r‖rmax + ω(1 + µ′) + umin‖U−1
max‖∞‖K∗

r‖+ µ′ũmax + µ′uminũmax‖U−1
max‖∞

)

2umin‖U−1
max‖∞‖PBΛ‖+ 2‖PBΛ‖+ κρ

umin
αrmax + umin‖U−1

max‖∞α

(4.67)

This in turn guarantees that Qm−2‖PBΛ‖∆Kmax
x −2umin‖U−1

max‖∞‖PBΛ‖(∆Kmax
x +‖K∗

x‖) >

0. Consequently, it follows from (4.66) that Ẇ (x(t)) < 0 if

‖x‖ ≥
2‖PBΛ‖

[(∆Kmax
r + ‖K∗

r‖)rmax +
√

m(1 + µ′)umax + umin‖U−1
max‖∞(∆Kmax

r + ‖K∗
r‖)rmax

Qm − 2‖PBΛ‖∆Kmax
x − 2umin‖U−1

max‖∞‖PBΛ‖(∆Kmax
x + ‖K∗

x‖)
+

µ′ũmax + µ′‖U−1
max‖∞ũmaxumin

Qm − 2‖PBΛ‖∆Kmax
x − 2umin‖U−1

max‖∞‖PBΛ‖(∆Kmax
x + ‖K∗

x‖)
]

= Θ

Define the ball

B2 = {x| ‖x‖ ≤ Θ}

and the smallest set Ω2 that encloses B2, the boundary of which is a level set of the Lyapunov

function W (x(t)):

Ω2 =
{
x| W (x(t)) ≤ PMΘ2

}

By rearranging the terms in (4.67)
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√
PM

Θ

2‖PBΛ‖ ≤
√

Pm
umin

κ

and consequently Ω2 ⊂ Ω1, implying that there exists an annulus region Ω1 \Ω2 6= Ø. Thus

our analysis of the closed-loop system dynamics reveals that when ∆u(t) 6= 0, there always

exists a non-empty annulus region such that Ẇ (x(t)) < 0 holds ∀x from that region. In other

words, asymptotic convergence of the tracking error to zero and boundedness of all signals

are guaranteed as long as the system initial conditions satisfy (4.45) and initial parameter

errors comply with (4.46).

Remark 4.3 Inequality in (4.44) ensures that the resulting numerator in (4.46) is positive.

Remark 4.4 Theorem 3.5 implies that if the initial conditions of the state and parameter

errors lie within certain bounds, then the adaptive system will have bounded solutions. The

local nature of the result for unstable system is due to the static actuator model constraints

(4.14) imposed on the control input. For open-loop stable systems the results are global.

Remark 4.5 The condition in (4.46) can be viewed as an upper bound for α, which limits

the choice of the adaptation gains Γx and Γr.

It remains only to show that the control signal will never incur saturation. Thus from (4.32)

it follows that ∆uci
(t) can be upper bounded as

|∆uci
(t)| ≤ uδi

maxi
+ (∆Kmax

x + ‖K∗
x‖)‖x(t)‖+ (∆Kmax

r + ‖K∗
r‖)rmax

1 + µ′

and

|∆uci
(t)| ≤

C︷ ︸︸ ︷
uδi

maxi
+ 2(∆Kmax

x + ‖K∗
x‖)‖PBΛ‖umin

κ
+ (∆Kmax

r + ‖K∗
r‖)rmax

1 + µ′

By definition ∆uci
(t) = uδi

maxi
sat

(
uci (t)

u
δi
maxi

)
− uci

(t), i = 1, ...,m. Hence, |∆uci
(t)| ≥ |uci

(t)| −
∣∣∣uδi

maxi
sat

(
uci(t)

u
δi
maxi

)∣∣∣, and consequently |uci
(t)| ≤ uδi

maxi
+ C

1+µ′ . Let δ̃ = min{δi}, and since

µ′ > 0, one can satisfy C
1+µ′ < δ̃. Recalling that uδi

maxi
= umaxi − δ, one arrives at

µ′ >
umin(κ + 2‖PBΛ‖(∆Kmax

x + ‖K∗
x‖) + (∆Kmax

r + ‖K∗
r‖)κrmax

κδ̃
− 2 (4.68)

Remark 4.6 Setting δi = δ results in a simpler design, while may reduce the conservative

lower bound on µ′.



Chapter 5

Applications and Simulations

5.1 F-16 and missile Simulations

Consider F-16 short-period dynamics data at sea level, airspeed of 502 ft/s, and angle of

attack of 2.11 degrees:

Anom =

[
−1.0189 0.9051

0.8223 −1.0774

]
,

b =

[
−0.0022

−0.1756

]
, c = [0 1]> . (5.1)

Open-loop system eigenvalues are: λ1 = −0.1850 and λ2 = −1.9113. The Ricatti equation

is solved with the following weight matrices:

Q =

[
8 0

0 0.5

]
, r = 0.01, (5.2)

resulting in the following linear optimal gains klqr = [−16.3706 − 9.7194]>, leading to the

closed loop eigenvalues: λ1,2 = −1.92± 1.03i.

Figure 5.1 shows tracking of the reference model pitch rate qref(t) in response to rcmd =

17sin(t) by the LQR controller in the absence of failures and saturation. Next, we introduce

the following failures:

• 50 % elevator effectiveness failure ⇒ Mδf
= 0.5Mδ, Zδf

= 0.5Zδ

34



Amir F. Ajami Chapter 5. Applications and Simulations 35

0 2 4 6 8 10 12 14 16 18 20
−20

−10

0

10

20

q
 d

eg
/s

 Time Response

0 2 4 6 8 10 12 14 16 18 20
−4

−2

0

2

4

E
le

va
to

r 
d

eg

system
reference

Actual
Commanded

Figure 5.1: LQR performance with no uncertainty: response to sinusoidal input

• 50 % increase in static instability ⇒ Mαf
= 1.5Mα

• Nonlinear matched uncertainty in the pitching moment

f(α) = α3 − (exp (−10(10α + 0.5)2)− exp (−10(10α− 0.5)2) + 0.5sin(2α)

Figure 5.2 shows performance degradation of the baseline LQR controller.
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Figure 5.2: LQR performance in the presence of uncertainties: response to sinusoidal input

in the absence of actuator limits

In order to cope with the system uncertainties, we design MRAC controller and simulate it

without enforcing the saturation limits (see Fig. 5.3). Rates of adaptation and Q0 matrix

in the Lyapunov equation were chosen as:

Γx =

[
5 0

0 10

]
, Q0 =

[
1 0

0 250

]
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Figure 5.3: Performance of adaptive controller ignoring the saturation limits

Next, the same adaptive controller is simulated in the presence of control limits. The result

is shown in Figure 5.4. As seen from the Figure, the control signal saturates but does not
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Figure 5.4: Adaptive control performance in the presence of saturation

destabilize the system. This is consistent with the theory, as the open-loop nominal aircraft

model in (5.1) is stable. To avoid saturation, we try two different values of µ = 0, and

µ = 15. The results are shown in Figure 5.5 and Figure 5.6. Figure 5.5 presents the tracking

performance of the adaptive control architecture from [12], when µ = 0. It is clear in this

case that tracking is recovered using modified reference command. When µ = 15 is selected

positive µ-mod prevents saturation at all times with slightly modifying reference command.

Note that one can either iterate to obtain the desired value of µ or use the lower bound of
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Figure 5.5: Adaptive control with µ = 0-modification
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Figure 5.6: Adaptive control with µ = 15-modification

that is given in [16]. In this case, rates of adaptation are set to:

Γx =

[
5 0

0 10

]

γr = 5, γu = 0.01, and

Γθ =

[
2 0

0 2

]
.

Next, we present simulation results for an open-loop system that represents a generic missile
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short-period dynamics. The missile data are:

Anom =

[
−1.3046 1

32.7109 −20

]
,

b =

[
−0.0037

−1.8297

]
, c = [1 0]> .

Open-loop system eigenavlues are:

λ1 = 0.3063, λ2 = −21.6109 .

In this example, we design an angle of attack (AoA) autopilot. The following weighting

matrices

Q =

[
40 0

0 0

]
, r = 0.04

are used for solving the Riccatti equation, which lead to the following closed-loop optimal

eigenvalues:

λ1 = −2.8275, λ2 = −21.4276

The Lyapunov equation for adaptive control is solved with

Q0 =

[
250 0

0 1

]
.

We consider the following failures

• 30 % elevator effectiveness failure ⇒ Mδf
= 0.7Mδ, Zδf

= 0.7Zδ

• 30 % increase in static instability Mαf
= 1.3Mα

• Nonlinear matched uncertainty in the pitching moment

f(α) = α3 − (exp (−10(10α + 0.5)2)− exp (−10(10α− 0.5)2) + 0.5sin(2α)

Figure 5.7 shows tracking performance of the LQR controller in the absence of uncertainties.

The degradation of the tracking performance in the presence of uncertainties is shown in

Figure 5.8.
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Figure 5.7: LQR performance in the absence of uncertainties and actuation limits
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Figure 5.8: LQR performance in the presence of uncertainties

Next adaptive control is used to compensate for uncertainties, and the results are shown

in Figure 5.9. The data indicate that tracking is recovered with commanded control effort.

This leads to actuator position saturation. Performance degradation of adaptive controller

in the presence of saturation is plotted in Figure 5.10.

In order to decrease commanded control values, µ-modification based adaptive control is

implemented, and time responses are shown in Figure 5.11 (µ = 0) and Figure 5.12 (µ = 4).

Rates of adaptation were set to:

Γx =

[
190 0

0 10

]
, Γθ =

[
1.2 0

0 1.2

]
, γr = 15,

γu = 0.01
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Figure 5.9: Recovery of the performance with adaptive controller in the presence of uncer-

tainties without actuation limits
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Figure 5.10: Adaptive control performance in the presence of saturation

Figure 5.12 shows that control effort is decreased due to reference model modification, and

saturation is prevented overall when the value of µ is chosen appropriately large.
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Figure 5.11: Missile response with µ=0
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Figure 5.12: Missile response with µ=4

5.2 Multi-Input System

Consider the short period dynamics of an airplane with an additional control input

[
α̇(t)

q̇(t)

]
=

[
Zα cos(θ0)

Mα Mq

][
α(t)

q(t)

]
+

[
Zδ ZN

Mδ MN

][
δ(t)

δNozzle(t)

]
(5.3)

y =

[
1 0

0 1

] [
α

q

]
= [α q]> (5.4)

where δNozzle can be used to control pitch motion along with elevator input δe. Thrust vector-

ing is another example of two control inputs. Leading edge or trailing edge flaps are another
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Figure 5.13: Elevators and Nozzles used for pitch control.

examples where more that one control input is used for pitch control. For the subject of

multi-input simulations we have chosen an F-18 Harv fighter flying at altitude of 15000 ft,

Mach 0.7, and trim AoA of 2.52. The system’s matrices are:

A =

[
−1.0817 0.99

1.5943 −0.5936

]
, B =

[
−0.0031 −0.0003

−0.2241 −0.0278

]

where eigenvalues of A are λ1 = −2.1163, λ2 = 0.4410. Thus this model is unstable and

therefore is an interesting candidate to examine our theory.

5.3 Constructing the Multi-Input Reference Model

The reference model here is chosen such that Am is Hurwitz, and Bm is:

Bm =

[
1 0

0 1

]
, rcmd =

[
rδ

rNozzle

]
(5.5)

We choose the reference model to have

Am =

[
−2.4 −1.8

1.8 −2.4

]
,
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leading to the following eigenvalues

λ1,2 = −2.4± 1.8i.

The reference model in (4.37) takes the form:

[
α̇

q̇

]

︸ ︷︷ ︸
ẋm(t)

=

[
−2.4 −1.8

1.8 −2.4

]

︸ ︷︷ ︸
Am

[
α

q

]

︸ ︷︷ ︸
xm(t)

+

[
1 0

0 1

]

︸ ︷︷ ︸
Bm




[
rδ

rNozzle

]

︸ ︷︷ ︸
rcmd(t)

+K>
u (t)∆uad(t)




5.4 Simulations for Tracking in Multi-Input Systems

At first, we assume no uncertainties in the system and let the adaptive controller only

stabilize the system and track the states of the reference model while tuning the gains for

closer tracking of pitch rate. It should be noted that both states can be tracked. However,

since the control influence on AoA is very weak one would need large feedforward gains to

achieve perfect AoA tracking (large gains are undesirable while close tracking of AoA is not

necessary in airplanes). The tracking is shown in Figure 5.14 when rcmd(t) is:

rcmd(t) =

[
9(sin(2t) + sin(0.5t) + sin(t) + sin(0.25t))

12sin(2t)

]

It can be seen that the adaptive controller is stabilizing and tracking the reference model

without exceeding the saturation limits of the elevator and nozzle. These saturation limits

are given as follows:

• −88 deg ≤ δe ≤ 88 deg

• −15 deg < δNozzle < 15 deg

Then we consider the following two failure cases.

5.4.1 First Class of Failures

First simulate the system with the adaptive controller in the presence of the following un-

certainties
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Figure 5.14: Adaptive controller tracking in the absence of uncertainties.

• 50 % elevator effectiveness

• 50 % nozzle effectiveness

while not enforcing the saturation limits. The result is shown in Figure 5.15. As it can be
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Figure 5.15: Adaptive controller in the presence of uncertainties and absence of saturation

limits.

seen from Figure 5.15, that the adaptive controller has been able to recover the tracking

while its control effort has increased in both channels such that they exceed the allowable
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amplitude limits. The adaptive gains used for the purpose of simulations are

Γx =

[
10 0

0 30

]
, Γr =

[
10 0

0 20

]

and

Q =

[
200 0

0 300

]
.

Next we like to see how adaptive control copes when saturation limits are enforced. Figure

5.16 shows how the system tends to instability when saturation occurs. We implement
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Figure 5.16: Adaptive controller in the presence of saturation limits

positive µ-mod modification for two different values of µ′ = 0 and µ′ = 3.5. Figure 5.17

shows the first case.

It is clear from Figure 5.17 that stability is recovered in the system while reference system

is modified such that the system now can track the modified reference model. This means

that we ask the guidance system to reduce the demand on the reference input such that the

controller is able to track the reference command without leading to instability. In the later

case of µ′ we can achieve tracking not only by recovering stability but by completely avoiding

the saturation. Figure 5.18 shows that reference model is modified so that the control effort

never incurs saturation. The value of µ′ can be adjusted, however it can never exceed a

certain upper bound. This means that for certain value of µ′ system becomes unstable

again. Thus one must be cautious when increasing the value of µ′. Also note that due to

stability analysis we have used the same value of µ′ and δ = 20%umax. For the purpose of
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Figure 5.17: Positive-µ implemented when µ′ = 0

these simulation we selected Γu to be

Γu =

[
0.01 0

0 0.01

]
.

5.4.2 Second Class of Failures

Second we consider additional failures in the system. We make the pitch stiffness more

positive. This means that the center of gravity of the airplane is not calculated by the

flight computer accurately or there are some computing failures. Also, we keep the elevator

effectiveness low to simulate battle damages or environmental effects on the elevator. Thus

the summary of failures are as follow:

• 50 % elevator effectiveness δf = 0.5δ

• 75 % nozzle effectiveness δNozzlef = 0.75δNozzle

• 30 % increase in static instability Mαf
= 1.3Mα

It can be seen from Figure 5.19 that the plant becomes less stable. While the level of

uncertainty is not known to the control system, positive µ-mod modification can maintain

the tracking without saturating the system.
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Figure 5.18: Positive-µ implemented when µ′ = 3.5

5.4.3 Multiple States Tracking

Next we show application of positive µ-mod to track closely two states using two control

inputs. The linearized lateral/directional model of an airplane in stability axis is given as




β̇

ṗ

ṙ

φ̇


 =




Yβ

V

Yp

V
−(1− Yr

V
) g cos(θ0)

V

Lβ Lp Lr 0

Nβ Np Nr 0

0 1 0 0




︸ ︷︷ ︸
A




β

p

r

φ


 +




0
Yδr

V

Lδa Lδr

Nδa Nδr

0 0




︸ ︷︷ ︸
B

[
δa

δr

]

y =

[
1 0 0 0

0 0 0 1

]



β

p

r

φ


 = [β φ]>.

For our simulation we use the lateral/directional model of A-4D flying at Mach 0.4 at sea

level. The model matrices are given as follow:

A =




−0.0247 0 −1.0000 0.0721

−2.2963 −0.1682 0.0808 0

1.3483 −0.0036 −0.0589 0

0 1 0 0


 , B =




0 0.0043

1.7437 −2.1847

0.4258 0.0884

0 0



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Figure 5.19: Positive-µ implemented when µ′ = 5. In the presence of new uncertainties and

addition of control failures µ-mod prevents saturation while maintains tracking

The eigenvalues of this model are:

λ1,2 = 0.0200± 1.1722i

λ3 = −0.2869

λ4 = −0.0048

Note that the Dutch-Roll mode is unstable and the roll mode has very long time constant.

Next we select our reference model such that Dutch-Roll is stable. The reference Am and

Bm are

Am =




−0.0357 0.0013 −1.0270 0.0743

−0.5702 −2.5783 6.6766 −0.6469

0.1831 −0.4096 −2.3557 0.1607

0 1 0 0


 , Bm =




0 0

1 0

1 1

0 0




The eigenvalues of the reference model are:

λ1,2 = −2.40± 1.80i

λ3 = −0.1217

λ4 = −0.0480
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For the purpose of tracking we introduce a step input of 10 degrees in both channels for a

period of 3 seconds. Then we introduce a distributed control failure with the following Λ:

Λ =




0.6 0 0 0

0 0.6 0 0

0 0 0.7 0

0 0 0 0.6




The control failure mainly means 65% of ailerons and rudder are effective. We select the

following actuator amplitude limits:

• −29 ≤ δa ≤ 29 deg

• −34 ≤ δr ≤ 34 deg

and design a linear in parameter adaptive control with following adaptive gains and Lyapunov

weighting matrix:

Γx =




15 0 0 0

0 10 0 0

0 0 20 0

0 0 0 20


 , Γr =

[
9 0

0 5

]
, Q =




200 0 0 0

0 100 0 0

0 0 200 0

0 0 0 1


 .

The adaptive control design compensates for control failures while it demands higher control

efforts than actuators can offer. Figure 5.20 shows the adaptive controller in the absence of

saturation limits. It can be seen that the adaptive controller demands higher control efforts

than actuators limits.

Next saturation limits are set to observe the effect of actuator saturation on adaptive system.

The resultant simulation is shown in Figure 5.21.

It can be seen from Figure 5.21 that the system becomes unstable in the presence of saturation

limits. Next we use positive µ-mod to recover tracking of reference states and prevent

saturation. Figure 5.22 shows the results when µ′ = 40.

It can be seen from Figure 5.22 that stability and tracking are recovered for sideslip and

bank angle while saturation is prevented in both channels. The value of Γu for positive
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Figure 5.20: Adaptive controller in the presence of control failures and absence of saturation

limits.

µ-modification is:

Γu =

[
0.01 0

0 0.01

]
.

5.5 Summary

In this chapter we presented applications of positive µ-mod method to aircraft and mis-

siles. First the formulated single input µ-mod technique was applied to a stable F-16 and

an unstable hypothetical missile. The results showed satisfactory tracking in the presence

of amplitude actuator saturation. The tracking was achieved by modifying the reference

command by the adaptive parameter Ku(t). Next, we showed application of the positive

µ-mod technique for multi-input systems. Two examples of such a system were an unstable

F-18 and an unstable A4-D. In F-18 thrust vectoring and elevators to tightly track pitch rate

and loosely track angle of attack and in A4-D aileron and rudder were used to closely track

sideslip and bank angle. For F-18 the results showed that for a case when both elevator

and nozzle are only 50 percent effective, positive µ-mod recovers the stability and track-

ing of the system while the adaptive controller copes with failures of the control systems

and uncertainties of derivatives. In A4-D simulations showed that tracking and stability

are recovered and actuator saturation is prevented in both channels when positive µ-mod

is implemented. The tracking was achieved while control saturation was prevented when µ′

was selected using (4.68). The simulations also showed that increasing the value of µ′ can
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Figure 5.21: Adaptive controller in the presence of control failures and input saturation.

cause system instability. Thus the upper bound on µ′ needs to be determined before any

algorithm is applied.
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Figure 5.22: Positive-µ implemented when µ′ = 40. In the presence of control failures µ-mod

prevents saturation while maintains tracking and recovers stability.



Chapter 6

Summary, Conclusion and

Recommendations

6.1 Summary and Conclusion

The changes in structures, and systems of an airplane or missile require adaptive control

laws to guarantee stable performance of tracking. Even though adaptive controllers provide

reasonable tracking and performance, they may demand higher control effort that can be

achieved by actuators. Incurring saturation causes loss of tracking in stable systems, or loss

of stability in unstable systems. Thus a powerful technique is needed with constructive sta-

bility proofs to help recover the tracking in the presence of amplitude saturation. Examples

of single input or multi-input systems are present in many aerospace applications. There-

fore, it is important to have constructive stability proofs for any adaptive controller that is

formulated for single input or multi-input systems. On the other hand, stability proofs for

multi-input systems require different approach from a single input case.

The difficulty arises when one needs to find a lower bound for states of the system in a

multiple input systems. Therefore, the values of µ needed to be either zero or equal such

that it can be factored out as a scalar. The resultant algorithm was an extension of [16] that

was introduced for a single input system. The results showed that if the conditions (4.43),

(4.45), and (4.46) are satisfied there always exists a non empty region such that if system

states are initialized within that region stability can be achieved while using maximum possi-

ble control authority. In many cases positive µ-mod can prevent actuator saturation as well.

53



Amir F. Ajami Chapter 6. Summary, Conclusion and Recommendations 54

The constructive Lyapunov based stability analysis showed that the system can maintain

stability for a stable or unstable system. Then the technique of [16] was applied to stabilize

and track the pitch rate and angle of attack of an F-16 and a hypothetical missile. The

results of the multi-input system were also applied to unstable A4-D and F-18 to track the

commanded inputs while stability was recovered in the presence of amplitude saturation. It

is important to note that when uncertainties or control surface failures are introduced in

the system, adaptive controllers are able to recover the stability and tracking at the price

of increased control efforts. This in turn causes instability for unstable A4-D, F-18, missile

and loss of tracking for stable F-16 when saturation limits are enforced. Multi-input and

single input positive µ-modification recovered the stability and tracking by modifying the

reference command and consequently states of the reference model. Also, it was noted that

the weighting matrix in solving the Lyapunov equation needed to be considerably large to

ensure stability of the system. The value Γu needed to be selected as small as possible so

that smallest modifications are made in the reference model to prevent saturation or recover

stability of the system. The value of µ′ could not also exceed a certain level since it could

violate the condition in (4.43).

6.2 Recommendations

After considering the benefits of positive µ-mod which gives the control system the ability

of using its maximum control authority, in some cases the initial parameter error or domain

of attraction becomes so small that positive µ-mod may not be effective. This condition

in domain of attraction and upper bound on parameter errors needs to be verified before

any simulation or application of positive µ-mod is considered. This means that there is

a certain level of uncertainties in A or values of Λ that positive µ-mod can handle. The

process of applying positive µ-mod usually starts by first finding the saturation limits where

adaptive controller becomes unstable. Then, positive µ-mod is applied and the value of µ is

slowly increased until the desired performance is achieved. In the mean time, if the system

shows undesirable behavior, it is recommended that first the compoenents of Γu be adjusted

without changing any other adaptation gains. In case of application and simulation issues,

it is recommended that when positive µ-mod is applied the smallest possible step size of

integration be used to prevent from any numerical instability in the system. Also, due to

condition in (4.44) one needs to be cautious to make sure the guidance or autopilot never

issues commands higher than rmax. At the end and for most, it should be noted that an
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unstable system that provides sufficient domain of attraction for positive µ-mod requires

some damping in the system. Thus systems without any damping have such a small domain

of attraction that positive µ-mod may not be applicable to them.

6.2.1 Future Work

Often dynamics of actuators are so complicated that their dynamics need be included in

the stability proofs. Also, the position of actuators are not measurable. Thus a model of

actuator needs to be constructed to estimate the position of actuator at any instance. This

will also require careful stability proofs to ensure stability of the system when the estimated

actuator position is used in positive µ-modification.
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