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Touchless potential sensing is a technique which can provide valuable insight into spacecraft-

environment interactions, enable missions which leverage electrostatic forces and torques between

multiple charged spacecraft for relative motion control, and mitigate risk during rendezvous and

docking in harsh space environments. This dissertation investigates a promising method for touch-

less potential sensing in which electrons emitted by a target object are detected and analyzed by

a co-orbiting spacecraft. Secondary electrons and photoelectrons are emitted from the target with

very small initial energies. The electrons are accelerated toward the sensing spacecraft, which is at

a known positive potential relative to the target, where they are measured by an energy analyzer.

The ultimate energy of the electron population is equal to the potential difference between the two

craft (plus the small initial energy). Thus, given the potential difference between the two craft and

the potential of the sensing spacecraft, the potential of the target object is accurately determined.

Both active and passive sensing cases are possible. In the active case, an electron beam is

in use to force a charge onto the target. This beam produces secondary electrons which are then

measured by the sensing craft to monitor the forced potential of the target. Passive sensing allows

for the natural, unforced potential of the target to be measured. In this case, photoelectrons and

secondaries produced by the ambient plasma currents are naturally emitted from the target and

then measured by the sensing craft.

The prospects, feasibility, and challenges of electron-based touchless potential sensing are

analyzed using both theory and simulations. Case studies are presented which show that potential

sensing is feasible for a range of relevant operating conditions. Development of an experimental

facility is described in detail, followed by discussion of an experimental campaign to demonstrate the

efficacy of the electron method for a variety of representative materials and voltages. Both the active



iii

and passive sensing cases are considered. Finally, the effects of target geometry and differential

charging on the sensing process are considered. The results of this work will be important for

numerous missions in the near-future as humankind looks to extend its presence in geosynchronous

orbit, cis-lunar space, and beyond.
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Chapter 1

Introduction

1.1 Motivation

Though spacecraft charging has been studied for decades, little work has been done on how to

remotely sense the charge on a space object. This dissertation investigates a promising method for

touchlessly sensing the potential of a space object from a nearby spacecraft dozens of meters away in

geosynchronous orbit (GEO) or other high orbits. Numerous applications exist which would greatly

benefit from touchless potential sensing capability. First, this technology would enable on-orbit

measurements of spacecraft surface charge, providing valuable insight into spacecraft-environment

interactions. Most spacecraft do not have sensors to detect when they are charged to large potentials

and at risk of arcing which means that identifying causes of satellite anomalies is tenuous [42,

83]. Many future space missions are planned which involve docking and rendezvous maneuvers

in GEO or the outer radiation belt. NASA’s Lunar Gateway program, for example, requires

rendezvous and docking maneuvers to be conducted in harsh charging environments such that

expected conditions during docking can produce potential differences of thousands of volts between

different spacecraft [50]. This creates substantial risk of electrostatic discharge during first contact

as well as unwanted electrostatic forces and torques. Further, as the GEO ring becomes increasingly

congested, satellite operators are looking to extend the lifetime of satellites and reduce overall costs

by conducting missions to service old satellites or salvage them for parts [35, 44, 94, 119]. In

February 2020, the first commercial mission to service and refuel a GEO satellite was successfully

completed. Figure 1.1 shows the view from the Mission Extension Vehicle-1 as it approaches Intelsat
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Figure 1.1: Mission Extension Vehicle-1 approaches Intelsat 901 during the first commercial mission
extension service in February 2020 (Image credit: Northrop Grumman).

901 from a distance of 20 m1 . Such missions require multiple spacecraft operating in very close

proximity and interfacing with each other. To mitigate the risk of electrostatic discharges and

perturbations, it is imperative that the surface potential on each spacecraft be monitored during

approach and first contact. Additionally, the space debris problem at GEO has been studied

extensively [84, 3, 89], and the need for active debris removal has been clearly established [82].

The electrostatic tractor (ET) is one promising concept which leverages electrostatic interactions

between the debris and the tractor for contactless debris removal [100, 9, 5]. Figure 1.2 shows

a concept of operation for the ET. This technology offers significant advantages in terms of risk

mitigation because the debris can be removed without physical contact between the debris and

tractor. Further, Coulomb torques can be used to remotely detumble a spinning debris object

prior to making physical contact [16, 15]. Figure 1.3 shows a concept of operations for electrostatic

detumbling. Such technologies represent a paradigm shift from previous attitudes toward spacecraft

1 Northrop Grumman Successfully Completes Historic First Docking of Mission Extension Vehicle with Intelsat
901 Satellite, https://news.northropgrumman.com/news/releases/northrop-grumman-successfully-completes-
historic-first-docking-of-mission-extension-vehicle-with-intelsat-901-satellite, Accessed 2020-10-03.

https://news.northropgrumman.com/news/releases/northrop-grumman-successfully-completes-historic-first-docking-of-mission-extension-vehicle-with-intelsat-901-satellite
https://news.northropgrumman.com/news/releases/northrop-grumman-successfully-completes-historic-first-docking-of-mission-extension-vehicle-with-intelsat-901-satellite
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Figure 1.2: Electrostatic tractor concept of operations.

charging because they seek to leverage charged spacecraft to do useful work, rather than trying to

mitigate the charging. Similar concepts include using Coulomb forces to electrostatically inflate

large gossamer structures [106, 107] and maintenance of charged spacecraft formations without the

use of conventional propellant [70, 101]. For these and other technologies which seek to actively

use Coulomb forces and torques, there is a strong need for the capability to measure the voltage

on another object without making physical contact.

Similarly, Reference [25] shows that there are significant risks of charging and arcing for fu-

ture human missions to the lunar surface, especially in shadowed regions near the poles which have

been targeting for exploration. Without proper precautions, a discharge could occur between an

astronaut during extravehicular activity and a large space structure which would be fatal to the

astronaut [21]. The potentials of astronauts and other objects must be monitored and controlled to

ensure mission safety and success. Another significant challenge for lunar missions is mitigation of

lunar dust which sticks to spacesuits, instruments, camera lenses, and other critical surfaces [47].

Recent research proposes the use of electron beams to intentionally charge surfaces and electro-

statically remove the dust [38]. This further underscores the need for monitoring and controlling

the potential of various surfaces during future crewed missions beyond low Earth orbit (LEO). The

ability to remotely sense electrostatic potential on another object is critical to ensure safe proximity
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Figure 1.3: Electrostatic detumbling of an uncontrolled space debris object [16].

operations in all regions of the space environment.

This dissertation investigates a method which uses electrons to meet the need for contactless

measurement of elecrostatic potential on a nearby space object in GEO or other high orbits. The

proposed concept works by using a co-orbiting sensing spacecraft to measure the energies of sec-

ondary electrons or photoelectrons which are emitted from a target object [10, 12, 11]. Figure 1.4

provides a concept of operations. Low-energy electrons are generated on the target surface and

accelerated toward the sensing spacecraft, which is at a known positive potential, where they are

measured by an energy analyzer. The ultimate energy of the electrons is equal to the potential

difference through which they are accelerated (plus their small initial energy), which is equal to

the potential difference between the two spacecraft. Therefore, given the potential of the sensing

spacecraft, the potential of the target can be accurately determined. In low-Earth orbit (LEO), the

environmental plasma is cold and dense, which limits natural spacecraft charging and also shields

out forces around charged objects within a few centimeters. The electron method is highly appli-
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Figure 1.4: Concept figure depicting operation of the electron method for touchless electrostatic
sensing.

cable to sparse plasma environments like that at GEO because objects naturally charge to kilovolt

level potentials and Debye shielding lengths are on the order of 100s of meters.

Both active and passive sensing modes are possible, depending on the application. In the

active case, an electron beam is directed from the sensing craft toward the target object to transfer

charge, generating Coulomb forces and torques. Secondary electrons are created on the target

surface by the incident electron beam and are then accelerated toward the sensing craft where

they are measured. The forced potential of the target is thus determined. Active sensing is highly

relevant for applications such as the electrostatic tractor in which an electron beam is already

in use to transfer charge. In the passive case, the target surface is exposed to sunlight, which

produces photoelectrons, and to environmental electron and proton fluxes, which produce secondary

electrons. Both the photoelectrons and secondary electrons are then accelerated away from the

target surface and detected by the sensing craft to determine the natural, unforced potential of the

target. Passive sensing is useful when the natural potential of a target is to be measured, such as
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to determine the risk of electrostatic discharge prior to docking. The touchless sensing concept is

most readily applied in space environments with sparse plasma, such as GEO, other high Earth

orbits, and cislunar or deep space. In LEO, the cold, dense plasma both limits the magnitude of

spacecraft charging and also shields out Coulomb forces over a few centimeters. Thus touchless

sensing is not applicable in such environments, so the focus of this work is on sensing in sparse

plasma environments.

It is emphasized that the electron sensing method does not require new hardware to be

developed, but rather uses existing hardware in novel ways to meet the needs of future space

missions. Electron energy analyzers have extensive flight heritage and are ubiquitous on-orbit,

both for operational (e.g. [91, 81, 20, 115]) and planned satellites [79, 85, 53].

1.2 Relevant Physics

1.2.1 Spacecraft Charging

Spacecraft become electrically charged through interactions with various currents in the space

environment. These currents include the thermal electron and ion currents (Ie, Ii), secondary

electron emission, which can be stimulated by both incident electrons and ions (Isee), backscattered

electron currents (Ibs), the photoelectric current when the object is exposed to sunlight (Iph), and

currents from any active electron or ion beams (Ibeam), which could either be directed toward or

emitted from a given object. Figure 1.5 shows these currents interacting with a spacecraft. The

equilibrium potential of an object is determined by the balance of these currents, which depend on

the potential:

Ie(φ) + Ii(φ) + Isee(φ) + Ibs(φ) + Iph(φ) + Ibeam(φ) = 0. (1.1)

Various theoretical and empirical models are available for each of the currents. Secondary and

photo- emission models are discussed in the following sections, and further discussions are available

in References [75, 65, 63]. The right-hand side of Equation 1.1 can be made non-zero to consider

time-variation of spacecraft charging. However, for typical spacecraft in GEO, equilibrium potential
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Figure 1.5: The balance of currents determines the equilibrium potential of a spacecraft.

is achieved within a few milliseconds, so it is sufficient here to consider only the equilibrium case

[75]. For forced charging applications, such as the electrostatic tractor or space weather missions

which seek to constrain charging to a small value, the beam current dominates the other currents

and determines the spacecraft potential. In natural charging scenarios, the photoelectron current

often dominates.

1.2.2 Secondary Electron Emission

Secondary electrons are created when an energetic electron (known as the primary electron)

strikes a surface. The incident particle liberates electrons within the material, some of which escape

the surface as secondary electrons (SE’s), as shown in Figure 1.6. Alternatively, if the incident

electron reflects off the surface, it is a backscattered electron (BSE). Figure 1.7 shows an example

spectra obtained by irradiating a surface with an electron beam. The SE spectrum has a peak at

one third the work function of the material, which is in the range of 2-3 eV for most surfaces [26].
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Figure 1.6: Secondary electron and backscatter electron generation.

One commonly used model for the initial energy distribution of SE’s is the Chung-Everhart model:

f(E) =
(E − EF − φ)

(EF − E)4
, (1.2)

where f(E) is the relative number of electrons generated, E is the secondary electron energy in eV,

EF is the Fermi energy of the surface material in eV, and φ is the work function of the material

in eV. Aluminum, for example, has a work function of 4.0 eV and a Fermi energy of 11.7 eV [4].

Conventionally, electrons with energies less than 50 eV are considered SE’s whereas electrons with

energies from 50 eV to the beam energy are considered BSE’s. However, the 50 eV threshold is

based primarily in convention, and evidence suggests that SE’s may dominate the population at

energies greater than 50 eV [29]. The peak of BSE’s near the incident beam energy E0 is due to

incident electrons which are scattered nearly elastically. SE’s carry almost no information about the

incident electrons. The angular distribution of SE’s follows a cosine law which is weakly dependent

on the primary incidence angle [19].

The number of secondaries emitted for each incident particle is known as the secondary

electron yield (SEY or δ), which varies as a function of the incident particle energy. Figure 1.8

shows a typical SEY curve. It is common for materials to have a yield larger than unity for a

range of incident energies, known as the crossover points, E1 < E0 < E2. This indicates that

multiple secondaries are emitted for every incident particle. For an incident beam impacting a

surface with landing energies in this range, the surface charges positively, even though it is being

bombarded with an electron beam. The maximum number of secondary electrons per primary
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Figure 1.7: Example of an SE and BSE energy spectrum for a typical spacecraft material.

electrons is produced at the maximum point of the yield curve, δmax. Above the energy, Emax,

higher energy incident primaries produce fewer secondaries, because the energy is deposited deeper

in the material where electrons have a lower probability of escaping to the surface. Larger primary

incident angles produce larger numbers of secondaries because more energy is deposited closer to

the surface (however, the initial angular distribution of the secondaries remains virtually the same).

1.2.3 Photoelectron Emission

Photoelectrons are emitted when light shines on a surface and the energy of the light is

greater than the work function of the surface, as expressed by the well-known equation:

E =
hc

λ
− φ, (1.3)

where E is the maximum energy of the photoelectron in eV, hc is the product of Planck’s constant

and the speed of light (equal to 1240 eV nm), λ is the wavelength of the light in nm, and φ is the

work function of the surface in eV. Initial photoelectron energies are often modeled as a Maxwellian

distribution with a temperature of 1-2 eV, though higher energy photons can produce characteristic

structure in the spectra [43, 114]. The maximum energy at which a photoelectron can be emitted

is always limited by Equation 1.3.

The number of emitted electrons depends on the intensity of the light. In space, the photo-
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Figure 1.8: Example secondary electron yield curve for a typical spacecraft material.

electron current (when a surface is exposed to sunlight) is given by:

Iph =


jphAe

−qV/kBTph V > 0

jphA V ≤ 0

(1.4)

where jph is the photoelectron flux in A m−2, A is the sunlit area in m2, qφ is the surface potential

in eV and kBTph is the thermal energy of the ejected photoelectrons in eV [75]. For objects in

Earth orbit, a photoelectron flux in the range of jph = 40 µA m−2 is commonly assumed [75].

The photocurrent is only emitted from surfaces which are exposed to the sunlight. Note that this

current is constant for negatively charged spacecraft and quickly vanishes as the spacecraft charge

goes positive, because the photoelectrons are attracted back to the surface.

Figure 1.9 shows an example of the photoelectron yield, Y , as function of photon energy

for aluminum [43, 95]. According to Reference [75], a photon incident at an angle relative to the

surface normal deposits energy closer to the surface where photoelectrons can more easily escape.

Therefore, the photoelectron yield has an angular dependence of the form:

Y (θ) ≈ Y (0)

cos θ
, (1.5)

where Y (0) is the photoelectron yield at normal incidence and θ is the angle of incidence [68]. At

the same time, however, the photoemission depends on the surface reflectance, which also varies

approximately with a cosine dependence [77]. Therefore, the cosine terms from these two factors
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Figure 1.9: Example photoelectron yield curve for Aluminum [95].

cancel each other out. The only remaining angular dependence of photoemission is the cosine term

that comes from the effective area being illuminated varying with angle.

Because photoemission depends on surface reflectance, the photoelectron yield also has a

strong dependence on surface condition. Rough surfaces and polished surfaces of the same material

may charge to very different potentials in the same space conditions [74]. Further, photoemission

takes place in the first few atomic layers of a surface, so the presence of oxide layers and other

contaminants strongly affects the photoyield such that emission from atomically clean samples

may differ drastically from technical materials [43]. Spacecraft material properties vary dynami-

cally with exposure to the space environment, even for science missions with strict contamination

requirements [97].

1.2.4 Differential Charging

Secondary and backscatter currents depend strongly on the material properties of the surface,

so different materials can charge to different potentials, even in the same environment. One conse-

quence of this is that spacecraft can become differentially charged such that adjacent components on

a spacecraft develop large potential differences. This leads to arcs and electrical discharges which

can damage spacecraft electronics, degrade solar panel performance, and contaminate surfaces,
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among other harmful effects. Spacecraft design standards recommend that all exterior surfaces

on a spacecraft be electrically connected, such that the entire surface floats at the same poten-

tial [48, 92]. This recommendation is not always followed, however, and differential charging and

arcing remain problematic [40]. Differentially-charged spacecraft present an interesting case for

touchless sensing which is investigated in Chapter 6.

1.2.5 Self-Measurement of Charging

In electron-based touchless sensing, measuring the energy of electrons gives the potential

difference between the target and sensing craft. To obtain an absolute value for the target potential,

it is necessary to know the potential of the active, sensing craft. In GEO and other tenous plasma

regimes, a satellite can measure its own potential in several different ways. The first method

involves deploying antenna booms which are electrically isolated from the spacecraft and extend

far enough away from the satellite bus such that they float at the plasma potential. By measuring

the potential difference between the satellite frame and the boom tips, the spacecraft potential is

determined. This method has been successfully used to measure the potential on several notable

missions including SCATHA [87], the Van Allen Probes [98], and MMS [112], among others. The

second method involves measuring charged particle spectra and observing the energy of distinct

spectral features which shift depending on the spacecraft potential. For example, a low-energy ion

with an energy of 3 eV would be measured at an energy of 103 eV by a spacecraft charged to -100

V. Thus, the apparent energy of the low-energy ion line can be used to determine the spacecraft

charge. This method has been used to measure charging on the Van Allen Probes using data from

a proton mass spectrometer [98]. Additionally, standardized charge monitor instruments which

utilize this method have been proposed and designed [49]. Throughout this work, it is assumed

that the sensing spacecraft has the ability to measure its own potential. Thus, by measuring the

potential difference between the two objects, the absolute potential of the target is determined.
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1.3 Literature Review

Several other methods have been proposed for remotely characterizing the electrostatic po-

tential of an object in space. In Reference [42], numerous options for remote detection of spacecraft

arcing are considered, such as observing surface glows, x-ray bremsstrahlung, or radio and optical

emissions from arcs. Subsequent campaigns have successfully measured arc rates on GPS space-

craft using ground-based radio telescopes [40]. However, there remains a need to directly measure

the voltage of a spacecraft, rather than only detecting the occurrence of arcs. It is unlikely that

relevant signals can be detected from the ground, so other efforts focus on sensing potential from

a nearby co-orbiting spacecraft.

Reference [17] discusses how the charge on one satellite in a two-craft formation can be es-

timated from the relative motion dynamics, which are driven by the Coulomb force, using range

and range rate measurements. However, this method only provides an estimate of the electrostatic

potential with low spatial and temporal resolution which are insufficient for most future applica-

tions. In Reference [36], a method is proposed for sensing charge by directly measuring the electric

field around an object. This paper focuses on how to use the electric field measurements to obtain

a charge estimate and then develop an electrostatic model of the target, but does not consider

the significant challenges of obtaining a direct electric field measurement near a charged object in

plasma.

One promising technique being developed in the AVS Laboratory at the University of Col-

orado Boulder uses bremsstrahlung x-rays emitted from the target and detected by a nearby sensing

spacecraft [118]. Laboratory experiments have shown that this method is effective at touchlessly

sense the potential on a target [117]. Further, this method allows for target material characteriza-

tion by analyzing characteristic x-rays embedded in the bremsstrahlung signal.

The electron method for remote potential sensing has been successfully used to determine

the charge distribution on the surface of planetary bodies. Data from the Electron Reflectrometer

on the Lunar Prospector mission shows evidence of electron beams flowing upward from the lunar
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Figure 1.10: Comparison of remote sensing of spacecraft potential to other applications which use
electrons to analyze a surface.

surface [59, 58]. The energy of the electron population indicate lunar surface potentials ranging

from a few V to -4 kV, depending on the Moon’s location within or outside of the magnetosphere

and exposure to sunlight [55, 56]. By estimating the currents to a given location on the lunar

surface, the Lunar Prospector data also enables estimation of the secondary emission properties

of lunar regolith [57]. Similarly, electron population data from the electron spectrometer on the

Cassini spacecraft shows evidence of strong surface charging on Saturn’s moon Hyperion [88]. The

measured surface potentials of -200 V closely match predicted values from surface charging models.

Secondary electrons and photoelectrons are also commonly used in laboratory techniques to

analyze surfaces at the nanoscale. Techniques such as scanning electron microscopy (SEM), X-ray

photoelectron spectroscopy (XPS), and Auger electron spectroscopy (AES) use information carried

by backscattered, secondary, and photo- electrons emitted from a surface to characterize a sample

with remarkable resolution. Figure 1.10 shows the electron method for remote sensing of spacecraft

potential in context with existing applications which use electrons for touchless characterization.

Laboratory sample analysis techniques are very common, but are applied on the nanoscale in

highly controlled environments and with separation distances between sample and detector of a
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few centimeters. On the opposite end of the graph, spacecraft have estimated the potential and

material properties of planetary bodies using electrons, though there are very few examples of this

in the literature. In this case, target scale sizes are on the order of tens of thousands of meters

with separations between target and detector of tens of kilometers. The research presented herein

extends these techniques to characterize spacecraft on the scale size of meters with separation

distances between target and detector of tens of meters.

1.4 Research Overview & Challenges

The goal of this research is to investigate the use of secondary electrons and photoelectrons

for sensing the elecrostatic potential of an object from a nearby spacecraft. Several key challenges

are identified. First, it is apparent that the sensing process depends on an extensive parameter

space. Two spacecraft are involved, both of whose physical sizes, shapes, attitudes, and voltages

impact the sensing process. The separation distance between the two spacecraft, the space weather

environment, the material properties on the target object, and the design of the electron detector

on the sensing craft all also impact the potential sensing. Further, the possible voltages on the

target object range from a few volts to tens of kilovolts, over five orders of magnitude, depending

on the location, application, and local space weather. The sizable number of variables makes it

challenging to obtain analytical insight about the problem. Next, a suitable vacuum chamber

facility, including a variety of electron sources and an electron energy analyzer, must be developed

to allow for experimental study of touchless potential sensing. The development, testing, and use of

this facility represents a substantial expenditure of time, energy, and capital. Finally, the research

requires a simulation framework be developed to accurately simulate trajectories of electrons near

the surface of charged spacecraft with sufficient speed to allow for thorough consideration of the

broad parameter space. To achieve the research objective, the research is separated into five goals:

(1) Determine the broad prospects, feasibility, and challenges of electron-based touchless po-

tential sensing.
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(2) Develop a space simulation facility suitable for conducting touchless potential sensing ex-

periments.

(3) Investigate active sensing of a target using secondary electrons stimulated by an electron

beam emitted from the sensing craft.

(4) Investigate passive sensing of the target using photoelectrons or secondary electrons emitted

through interactions with the natural space environment.

(5) Consider complex sensing scenarios, in which the target object has spacecraft representative

geometries or is differentially charged.

The successful accomplishment of these goals and the overall research objective represents

a significant contribution to the fields of spacecraft charging and charged astrodynamics. The

outcomes of this work will be critical for future space missions which involve multiple objects

operating in close proximity in harsh charging environments.



Chapter 2

Feasibility and Challenges

2.1 Introduction

The first research objective is to develop understanding about the touchless sensing concept

and to demonstrate that it is feasible given realistic operating conditions. One primary question

is: how many electrons emitted from the target object can be measured by the sensing craft? To

address this topic, numerical simulations are developed to model the trajectories of electrons in the

vicinity of two charged spacecraft. The simulation development and implementation are described

in the following section. The simulations are then used to model how the captured secondary or

photoelectron current depends on the spacecraft sizes, potentials, and separation distances. Two

specific case studies are presented to demonstrate that touchless sensing is feasible for realistic

operating conditions including both active and passive modes. Finally, the factors which affect

the maximum distance at which sensing is possible are discussed, along with important factors for

designing or selecting an electron energy analyzer. The understanding developed in this chapter

provides a solid foundation upon which the rest of this dissertation builds.

2.2 Simulation Framework

To estimate the signal emitted by the target object which is captured by the sensing craft, the

trajectories of electrons around charged spacecraft are simulated using MATLAB. For the purposes

required here, it is sufficient to model each spacecraft as a single sphere so that the electric field is

computed straightforwardly. The simulation is also limited to a 2-D planar case, but in Chapter 6,
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the simulation framework is extended to 3-D cases with arbitrarily shaped spacecraft.

First, voltages are assigned to the sensing craft and target object, and then the charges are

computed using the capacitance matrix [102, 104]:qS

qT

 = [C(ρ)]

VS

VT

 (2.1)

[C(ρ)] =
ρ

kc(ρ2 −RSRT )

 RSρ −RSRT

−RSRT RTρ

 , (2.2)

where [C(ρ)] is the 2×2 capacitance matrix, VS and VT are the sensing craft and target object

voltages respectively, qS and qT are the charges, RS and RT are the object radii, ρ is the center-

to-center separation distance, and kc is the Coulomb constant. This formulation includes mutual

capacitance effects between the two spacecraft. Next, the total electric field at a given point is

found by the following equation:

E = kc
qSrS
r3
s

+ kc
qTrT
r3
T

, (2.3)

where rS and rT are the distances from the given point to the center of the sensing craft and target

object, respectively. The force on each electron each timestep is given by the Lorentz force:

F = q(E + v ×B), (2.4)

where q is the electron charge, v is the velocity of each particle relative to the magnetic field

which co-rotates with earth, and B is the magnetic field. For the present simulations, a magnetic

field strength of 100 nT directed out of the simulation plane was selected to represent the field

at GEO. Mutual repulsion between electrons is neglected. Similarly, there are assumed to be

no interactions with plasma in the surrounding environment. The spacecraft are assumed to be

perfectly geostationary so the velocity of the electrons with respect to the spacecraft is also the

velocity with respect to the B field.

Secondary electrons have an initial kinetic energy distribution that can be modeled by the
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the Chung-Everhart distribution [26]:

f(E) =
(E − EF − φ)

(EF − E)4
, (2.5)

where f(E) is the relative number of electrons generated, E is the secondary electron energy in eV,

EF is the Fermi energy of the surface material in eV, and φ is the work function of the material in

eV. Further, it is known that secondary electrons are emitted with an angular distribution given

by a cosine law. Therefore, the following distribution is used to give the initial 2-D angle-energy

distribution of the electrons [29]:

f(E, θ) =
(E − EF − φ)

(EF − E)4
cos θ, (2.6)

where θ is the initial angle defined relative to the surface normal. This distribution is sampled to

generate initial velocities for the simulated electrons.

Given the electric field, Lorentz force, and initial conditions, the electron motions are inte-

grated using the Boris algorithm, which is widely considered the best method for simulating the

motion of charged particles in electric and magnetic fields [18, 93]. Runge-Kutta integrators, which

are commonly used in other dynamics simulations, do not conserve constants of motion, such as

gyromotion or energy, in charged particle simulations. The Boris algorithm is a leapfrog type

method which conserves constants of motion for charged particles. This algorithm is implemented

as follows:

h =
qB dt

2m
(2.7)

s =
2h

1 + h · h
(2.8)

v− = vj +

(
q

2m

)
E dt (2.9)

v′ = v− + v− × h (2.10)

v+ = v− + v′ × s (2.11)

vj+1 = v+ +

(
q

2m

)
E dt (2.12)

xj+1 = xj + vj+1 dt, (2.13)
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Figure 2.1: Electron trajectories for a low charging levels where VT = +20 V and VS = +100 V.
Black lines indicate particles which do not escape the potential well of the target, blue lines indicate
particles which hit the servicing craft, and yellow lines are for particles which enter a detector on
the servicer.

where xj and vj are the position and velocity vectors at a given timestep j, and h, s, v′, v+, and

v− are intermediate calculations.

Figure 2.1 shows example electron trajectories for a case where a 1 m radius target object

is charged to +20 V, a 1 m radius servicing craft is charged to +100 V, and the two objects are

separated by 10 m. The particles are generated 0.5 m above the x-axis on the target object. The

target is slightly positive, so some of the secondary electrons, denoted by the black trajectories, do

not have enough energy to escape the potential well and thus return to the target. Other electrons

escape the target object and impact the servicing craft (blue trajectories), and a small number (in

this case, 6 out of the 150 simulated particles) enter a 25 cm2 sensor on the front of the servicing

craft (yellow trajectories). The magnetic field has a small effect in this case. This simulation

demonstrates that even if the target object is charged positively, the servicing craft can measure

the energy of the electron population, as long as it is more positive than the target.

Figure 2.2 shows results for a case with high magnitude charging. In this case, the servicing

craft is charged to +20 kV, the target object is charged to -20 kV, and electrons are generated on

the target between 0 and 20 cm above the x-axis. Here, the black lines indicate electrons which

miss the servicing craft entirely and fly off into space. As these particles have much higher energy
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Figure 2.2: Electron trajectories for a high charging levels where VT = -20 kV and VS = +20 kV.
Black lines indicate particles which escape to space, blue lines indicate particles which impact the
servicing craft, and yellow lines are for particles which enter a detector on the servicer.

compared to the previous example, the effect of the magnetic field is negligible in this case.

2.3 Parameter Trade Studies

An important quantity for investigating the prospects and challenges of the electron touchless

sensing method is the fraction, defined as α, of the emitted secondary electron (or photoelectron)

current, ISEE, which is captured by the detector on the servicing craft, ISEC:

α =
ISEC

ISEE
. (2.14)

This fraction is a function of the object potentials, the separation distance, the relative attitudes,

and the geometry of the two satellites. A broad range of simulations are run to investigate this

parameter space and obtain insight into the operating conditions of the electron sensing concept.

Figure 2.3 shows the fraction α plotted as a function of the servicing craft voltage, VS , and

the separation distance, L. In this simulation, the target object voltage, VT , is held fixed at -100

V. Both spacecraft are assumed to be spheres of radius 1 m, the detector on the servicing craft is

defined to be 25 cm2, and the secondaries are generated along a 40 cm2 area on the target object

surface centered about the line of separation. The results show that the captured current depends

most significantly on the separation distance. For separation distances of a few craft radii, the
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Figure 2.3: Fraction of electrons captured, α, as a function of separation distance and servicing
craft voltage.

captured current is tens of percent of the emitted current. Beyond 10 m separation, the captured

current decreases from tens of percent to a few percent of the emitted current. For forced charging

applications where ISEE is large, the remote potential sensing method would be feasible at operating

distances of 10s of meters, as is shown explicitly in the next section. For other applications where

ISEE is small, it may be necessary to operate at separations of a few craft radii to obtain a sufficient

signal to noise ratio. Sections 2.4.1 and 2.4.2 provide case studies for specific operating conditions

within each regime.

Figure 2.4 shows how α depends on the voltage of both the servicing and target craft. The

separation distance is fixed at 12 m and the same assumptions regarding the initial condition of

the secondaries and the detector size are made again here. The highest value of α occurs when VT

is at the lowest magnitude potential and VS is at the highest. This occurs because the electrons

are not strongly accelerated away from the target at which they are generated, but are strongly

accelerated toward the servicing craft. Therefore, the servicing craft collects a large fraction of the

secondaries. Conversely, when VT is large negative and VS is small positive, α is very small. In this

case, the electrons gain most of their energy when leaving the target surface and their trajectories
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Figure 2.4: Fraction of electrons captured, α, as a function of the target object and servicing craft
voltages.

are essentially determined before they are influenced by the servicing craft electric field. Therefore,

only those electrons which are accelerated along the line between the two craft will be captured

by the detector. Interestingly, α is lowest where both VT and VS are small in magnitude. In this

case, the electrons are not accelerated strongly and therefore travel slowly away from the target

surface. Therefore, the initial velocities of the electrons are important and the initial cosine angular

distribution has time to expand such that only a small percentage of the electrons map onto the

detector.

2.4 Case Studies

2.4.1 Electrostatic Tractor Case Study

To demonstrate feasibility of remote potential sensing application to the electrostatic tractor

(ET), a case study is conducted. Reference [64] provides an example operating condition for the

ET: a servicing craft of 2 m radius is charged to VS = 21.4 kV and a target object of radius 0.935

m is charged to VT = -14.6 kV. The two spacecraft are separated by a distance of 12.5 m. The

electron beam energy is Ebeam = 40 keV and the beam current is Ibeam = 520 µA. Further, it is
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assumed that the beam diameter is 20 cm and the beam impacts the target sphere centered on the

line of separation. The secondary electron emission current model is given by:

ISEE = −4δMIbeamκ, (2.15)

where

κ =
Eeff/Emax

(1 + Eeff/Emax)2
, (2.16)

and

Eeff = Ebeam − qVS + qVT . (2.17)

δM is the peak of the secondary electron yield curve and Emax is the energy at which this peak

occurs [34]. Typical secondary emission values for aluminum of δM = 1 and Emax = 300 eV are

assumed [75], so ISEE = 163 µA.

The secondary electron current captured by the detector on the servicing craft, ISEC, is found

by:

ISEC = αISEE, (2.18)

where α is between 0 and 1. The trajectories of 5000 particles are simulated. For these conditions,

the numerical simulation results show that 14.1% of the secondary electrons are captured by the 25

cm2 detector centered on the tractor satellite. Therefore, α = 0.141 and ISEC = 23.0 µA. Note that

the number of electrons simulated is varied to ensure that α converges as the number of particles

increases. 5000 particles is determined to be a sufficient number of particles, and α = 0.141 remains

constant even for larger numbers of particles.

The flux of secondary electrons occurs at a very narrow range of energies corresponding to

the potential difference between the two craft plus the initial energy distribution of the electrons.

The captured secondary current is converted to a flux so that it can be compared to the ambient

electron flux. The captured secondary flux, FSEC, is modeled as a population distributed according

to the Chung-Everhart model [26]. It is assumed the debris object is aluminum, so values of 11.7

eV and 4.08 eV are taken for the Fermi energy and work function, respectively. A bi-Maxwellian
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Figure 2.5: Electron fluxes for the electrostatic tractor remote potential sensing case study. The
peak at 36 keV is the electron population from the target, which has been superimposed on a
representative plasma background.

plasma background is assumed:

F =
2∑
i=1

ni

√
q

2πTime

qVS
kBTi

exp

(
qVS
kBTi

)
, (2.19)

where kB is the Boltzmann constant and me is the electron mass, and other parameters are selected

to be representative of storm-time conditions in GEO: n1 = 0.3 cm3, T1 = 4 keV, n2 = 0.2 cm3,

and T2 = 7 keV [30].

Figure 2.5 shows the electron flux at the sensing craft, including both the ambient plasma

and the secondary electron population. The dashed black line shows the expected value of the

secondary population energy, equal to the potential difference between the servicing craft and

target object: VS − VT = 36.0 keV. Next, the response of a realistic energetic particle detector

to the secondary electron population is modeled. Numerous electron energy analyzers have been

utilized in laboratory and on-orbit missions. Electrostatic analyzer-type instruments use electric

fields to filter between particles of different energies. These detectors can measure energies ranging

from a few eV to tens of keV (30–50 keV typical) and have energy resolutions of ∆E/E = 7–20%.

To model the response of an instrument, it is assumed that the instrument can measure in the

range of tens of keV with an energy resolution of ∆E/E = 8% and a geometric factor of 6.6
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×10−3 cm2 sr keV (equal to that measured for the MMS electrostatic analyzers during in-flight

calibration [91]). Figure 2.6 shows the count rates which would be observed by an instrument with

the given parameters. The dashed black line indicates the actual value of the electron energy peak

(36.0 keV). The energy bin which ranges from 34.1 to 36.9 keV is several orders of magnitude higher

than the background. This is because the detected secondary electron current is already large and

the secondary electrons are limited to a very narrow energy range. Even for geometries in which

the majority of the secondary electrons escape into space, the signal peak from a small percentage

of captured electrons provides sufficient information for the potential of the target object to be

determined. Subtracting the potential of the servicing craft from the bin edges of the electron

peak gives a range of values for the target potential between 12.7 and 15.5 keV or an accuracy of

5%–13%. Using an instrument with finer energy resolution would reduce these values. In light of

these results, the proposed method for remote potential sensing is feasible with currently existing

detector capabilities and for operating conditions relevant to forced charging applications such as

the ET.

Figure 2.6: Binned electron fluxes for the electrostatic tractor remote potential sensing case study.
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Figure 2.7: Electron fluxes for the natural charging remote potential sensing case study. The dis-
tribution at 250 eV is the electron population from the target object, which has been superimposed
on a representative plasma background.

2.4.2 Passive Sensing Case Study

Another case study is presented to determine the feasibility of passive sensing of potential

using photoelectrons. An operating condition is assumed in which the sensing craft and target

object are spheres of 1 m radius, separated by 8 m, with VS = 200 V and VT= -50 V. The target

is assumed to be a conducting, aluminum sphere with jph = 40 µA m2 and kBTph = 2 eV. The

electrons are again given an initial cosine angular distribution. It is assumed that the half of

the target sphere facing the servicing craft is in sunlight. Under these conditions, only 2.8% of

the emitted photoelectrons are captured by the sensor on the servicing craft. This percentage is

small because photoelectrons are generated on a large area of the target craft, but only a small

area maps back to the sensor. Assuming the sunlit area is a circle, the emitted photoelectron

current is 126 µA. Given α = 0.028, the current captured by the servicing craft sensor is 3.5 µA.

The photoelectron population is modeled as a Maxwellian distribution with a temperature of 2

eV [51]. The same bi-Maxwellian distribution used in the previous section is used again here for

the ambient plasma. Figure 2.7 shows the photoelectron population flux superimposed on the bi-

Maxwellian background. The dashed black line indicates the potential difference between the two
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spacecraft. The peak photoelectron flux is several orders of magnitude larger than the background

flux, therefore the signal is easily detectable given current energy analyzer capabilities. In light

of this result, touchless potential sensing is feasible for passive sensing of small potentials using

photoelectrons.

2.5 Maximum Sensing Distance

There are numerous applications for which it would be highly beneficial to sense potential

over distances of tens of meters. However, it is worthwhile to consider the factors which limit

the maximum distance for which touchless potential sensing is feasible. Possible limiting factors

include collisions with particles in the ambient plasma, electron gyrorotation and drift motion due

to the electric and magnetic fields, and decrease in the measured signal as a function of increasing

distance.

The average distance a particle travels in a plasma before colliding with another particle is

called the mean free path, which is given by:

λmfp ≈ 64πλD
Λ

ln Λ
, (2.20)

where λD is the Debye length and Λ is the plasma parameter [8]. The ln Λ term is a correction factor

which accounts for the fact that most collisions only cause small deflections. Collisions between

particles may result in energy loss from the electron whose energy is related to the potential

difference between the target and sensing craft. Thus, in a collisional plasma, information about

the target potential would not be communicated to the sensing craft via the electrons. However,

assuming conservative values for plasma density in GEO of 1 cm−3 and temperature of 4 keV,

the mean free path at GEO is on the order of 1012 km. Clearly, energy loss due to scattering

interactions with plasma particles is not a limiting factor.

Another possible limiting factor to consider is the gyromotion of a charged particle in a

magnetic field. The gyroradius is given by:

rg =
mv⊥
|q|B

, (2.21)
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where rg is the gyroradius, m is the particle mass, v⊥ is the velocity of the particle in the direction

perpendicular to the field, and B is the magnetic field magnitude. Figure 2.8 shows the gyroradius

of an electron assuming a magnetic field strength of 100 nT (representative of the typical field

strength at GEO). The gyroradius of a 0.5 keV electron is approximately 750 m whereas that

for a 1 keV electron is over 1 km (assuming the particles are moving perpendicular to the field).

If a sensing craft is to measure electrons emitted from the target directly, it should be within a

gyroradius of the target (though of course, the gyroradius depends on the energy of the particle,

which is not known until a first measurement is made).

10
0

10
1

10
2

10
3

10
4

Energy [eV]

0

1000

2000

3000

4000

G
y
ro

ra
d
iu

s 
[m

]

Figure 2.8: Electron gyroradius in a 100 nT magnetic field.

At distances beyond a gyroradius, the orientation of the magnetic field with respect to the

sensing and target spacecraft must be considered. Figure 2.9 shows a 2D simulation of sensing from

a large separation distance with a favorable magnetic field alignment. A 5 m radius target craft is

located at the origin and charged to -100 V. A 5 m radius sensing craft is located at X = 1000 m.

The magnetic field has a magnitude of 100 nT and points along the vector from the target to the

sensing craft. In this case, the electrons initially spread out from the target, but then are guided

by the magnetic field toward the sensor. Obviously the gyrorotation about the magnetic field

induces some out-of-plane motion, but the electron population indeed travels toward the sensor, so

it is reasonable to expect the sensor could detect the population and subsequently determine the

target potential. Aiming and focusing an electron beam to hit a target at such distances would be

extremely difficult, so the electron population would likely be naturally generated at such distances.
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Figure 2.9: Trajectories of electrons emitted from the -100 V target when the +100 V servicer is
separated along a magnetic field line.

However, no signal is measurable if the sensor is more than a gyroradius away and if the

magnetic field points in a direction that is orthogonal to the target-sensor alignment. Figure 2.10

shows results for the same setup as in the previous example, except with the 100 nT field pointing

in the Y direction. In this case, the electrons are bound by the field line and do not make it to the

sensing craft on the right side of the figure. Therefore, sensing at distances beyond a gyroradius is

possible with favorable alignment with respect to the magnetic field.

Assuming sensing from within a gyroradius, the most significant limiting factor is the spread-

ing out of the electron signal which results in a smaller signal measured by the sensing craft. As

shown in Figure 2.3, the ratio of electrons emitted by the target to electrons captured by the

sensing craft falls off quickly as a function of separation distance. This means that the maximum

distance at which a signal can be measured depends on the secondary or photoelectron current

produced, the voltages on each craft, the geometry of the target, and the capabilities of the sensor.

Figures 2.3 and 2.4 show how the expected signal varies as a function of the craft voltages and
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Figure 2.10: Trajectories of electrons emitted from the -100 V target when the +100 V servicer is
separated orthogonal to the magnetic field.

separation distance. Chapter 6 discusses how target geometry affects the sensing physics. Given

realistic sensor capabilities and expected signal magnitudes, a maximum separation distance on

the order of dozens of meters is reasonable. If the spacecraft are separated along a magnetic field

line, sensing at farther distances is possible. If necessary for specific mission requirements, the

sensing spacecraft could move into relative orbit such that it crosses the field line which connects

it to the target.

2.6 Instrument Design Considerations

The electron method for touchless potential sensing requires the use of an instrument to

measure the energy of an electron population and infer the potential difference between the target

and servicer. Instrument requirements can be derived from the mission requirements for touchless

sensing, as is discussed below.

One key figure of merit for an electron energy analyzer is the energy range. The instrument

must be able to measure electron energy distributions at energies corresponding to the potential
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difference between the target and sensing craft. For the electrostatic tractor case study, the expected

potential difference is 36 kV. Spacecraft have been measured to charge naturally to 10-20 kV

negative for severe space weather conditions in GEO [54, 76]. Therefore, an instrument to measure

such charge levels must be able to measure electron energy distributions in the range of tens of kV.

Top-hat electrostatic analyzers have flown on numerous space missions with energy ranges from 10

eV to around 30 keV [91, 81, 115]. The HOPE instrument on the Van Allen Probes has an impressive

energy range of 1 eV to 50 keV [46]. Other electrostatic analyzer designs offer measurement of

energies up to 200 keV [69]. Therefore, the capability to measure electron distributions in the

range needed for touchless sensing already exists.

The next critical factor in designing an instrument for touchless sensing is energy resolution.

Electrostatic analyzers which have flown on space physics have energy resolutions in the range of

∆E/E = 7-15% [115, 46]. For the electrostatic tractor application, an energy resolution of ∆E/E

= 7% at an energy of 36 kV would give an energy bin width of 2.5 kV. Though this is a large

uncertainty in voltage, it is still useful for applying feedback for Coulomb force and torque control.

Most space physics missions require high time cadences at the expense of energy resolutions. The

MMS mission for example, takes a full 3D electron distribution in 30 ms, but only requires an

energy resolution of 20%. This is because the space physics processes MMS measures occur on very

short time scales. In contrast, spacecraft charging variations and relative motion dynamics occur

on time scales of minutes to hours. Therefore, an instrument designed specifically for touchless

sensing would likely achieve improved energy resolution but at the cost of lower time resolution

than instruments which have flown to date.

Other instrument figures of merit include the field-of-view and the sensitivity. Unlike space

physics missions which measure particles coming from all directions, the electrons which carry

information about the target potential are highly directional. The instrument field-of-view should

be defined based on the size of the target object to be measured and the separation distance

between target and sensor. The sensing craft must also be able to provide pointing control to

ensure electrons emitted from the target are able to enter the detector. Finally, the instrument
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should be sensitive enough to measure currents at the expected magnitude. Again, this is highly

mission dependent as the secondary current for the electrostatic tractor is quite large, whereas

currents used for passive sensing are much smaller. The minimum measurable current should be

defined based on the expected current emitted from the target and the separation distance.

2.7 Results & Summary of Research Goal 1

In this section, a simulation framework has been developed to model the trajectories of

electrons around charged spacecraft. Simulations have been run to obtain insight into the sensing

process and, most importantly, how the expected signal varies with the potentials on both the

target and servicer as well as the separation distance. Case studies have been conducted to clearly

establish that touchless potential sensing is feasible. Using either secondaries from an active electron

beam or the photoelectron current, the potential on an object can be sensed over distances of tens of

meters in GEO with realistic instrumentation. Additionally, the factors which affect the maximum

separation distance for which sensing is possible have been discussed, along with considerations

for designing an appropriate instrument to measure the electron energy distributions. The next

chapters build upon the understanding gained in this chapter to demonstrate and analyze touchless

sensing through laboratory experiments and more complex simulations.



Chapter 3

Development of an Experimental Facility

3.1 Motivation for Experimental Study

Emission of secondary electrons and photoelectrons from surfaces has been studied for decades

(e.g. [19]), and numerous studies report measurements of emission characteristics for specific ma-

terials (e.g. [29, 71]). However, several key differences exist between the literature and touchless

spacecraft potential sensing which underscore the need for new experiments specific to touchless

sensing. First, experiments to study and measure electron emission are generally conducted in

the presence of zero or very small electric fields. In some cases, the detector or target is biased

by a few volts. However, touchless sensing involves emission from surfaces charged to hundreds

of volts or even tens of kilovolts. Further, most experiments in the literature use a flat plate

target with a full hemispherical detector to measure electrons emitted into the full 2-π steradian

hemisphere. In contrast, touchless potential sensing is conducted on spacecraft with complex ge-

ometries using detectors which only measure electron fluxes at a point. Similarly, most studies on

secondary and photoemission involve separation distances of a few centimeters, whereas in space,

sensing electrons from separation distances of tens of meters is to be expected. Most experimental

studies on electron emission consider pure materials that have been atomically cleaned. However,

significant differences in emission properties exist between pure materials and technical materials

(i.e. those which are actually used to build spacecraft) due to the presence of oxide layers, surface

contaminants, and differences in surface roughness [6, 32]. Depending on the materials, age, and

cleanliness/contamination requirements of a given mission, actual material properties may deviate
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from those provided in databases [31, 23, 41]. Clearly, there are significant differences between

existing results in the literature on electron emission and the current work. Touchless potential

sensing involves high magnitudes of charging, complex-shaped targets, large separation distances,

and the presence of numerous technical materials. Therefore, it is prudent to investigate the effect

of these factors through dedicated laboratory experiments in addition to numerical simulations.

In the present study, experiments are used wherever possible to demonstrate the feasibility

of touchless sensing and to investigate the effects of various geometries, materials, and differential

charging on the sensing. To this end, a space environment simulation chamber is developed and used

for experimental study. Because the chamber is limited in size, computer simulations (discussed in

detail in the following chapters) are also developed to investigate touchless sensing for spacecraft

scales and separation distances which cannot be tested experimentally. Specific experiments are

recreated in the simulations, allowing for direct comparison which serves to validate the simulations.

Then, the simulations are used to model full-scale spacecraft and sensing scenarios.

3.2 Description of ECLIPS Chamber

The Electrostatic Charging Laboratory for Interactions between Plasma and Spacecraft

(ECLIPS) is a bell-jar style vacuum chamber which is 56 cm in diameter. The chamber was

donated by the Air Force Research Laboratory to the AVS Laboratory at the University of Col-

orado in 2016. Since then, the chamber has undergone a massive overhaul and has been developed

into a dedicated facility for experimental spacecraft charging and charged astrodynamics research.

Figure 3.1 shows a picture of the chamber. The full capabilities of the chamber are described below.

Due to the bell-jar design, several sources are mounted to the chamber lid, which moves up and

down, whereas most of the sensors and other experiment components are bolted to the floor inside

the chamber. This creates challenges with experiment alignment and repeatability since there are

several centimeters of sway in the lift mechanism. To rectify this problem, a two-column lift has

been designed and installed which ensures that the lid returns to a repeatable location each time

the chamber is opened and closed. Figure 3.2 shows the chamber with the new lift mechanisms.
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3.2.1 Vacuum Environment

An Agilent IDP-15 scroll pump is used to bring the chamber from atmospheric pressure

down to the required operating pressure for the turbomolecular pump, which is between 100 and

200 mTorr. The turbomolecular pump is capable of pumping the chamber pressure down to the

upper µTorr range within a few hours and to the low µTorr range overnight (depending on the

cleanliness of the experimental components). After several days of continuous pumping, a chamber

base pressure in the upper 10−7 Torr has been achieved. An MKS Vacuum Sentry Valve isolates

Figure 3.1: ECLIPS Space Environment Chamber.
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Figure 3.2: New lift mechanisms which improve the chamber stability and positioning repeatability.

the turbopump and chamber from the scroll pump in the event of a power outage, allowing the

turbopump to spin down safely in vacuum.

An Agilent ConvecTorr gauge provides pressure measurements from atmosphere down to

1 mTorr. When the turbopump is powered on, an Agilent IMG-300 inverted magnetron gauge

(IMG) is used to measure the pressure in the range of 10−3 to 10−11 Torr (or down to the chamber

base pressure). The vacuum gauges interface with an Agilent XGS-600 gauge controller which then

displays continuous pressure measurements from atmosphere to the base pressure.
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3.2.2 In-Vacuum Motion Stages

Many experiments require the ability to move various components inside the vacuum chamber

without breaking vacuum. To meet this need, a 2-D motion system has been designed, built, and

installed to provide motion capability during experiments. To maximize the usable volume inside

the chamber, a cylindrical motion system is used. A Newmark Systems RM-3 vacuum compatible

rotary stage is used for rotational motion. A custom-built motion stage was designed and built

in the AVS Lab to provide linear motion. Figure 3.3 shows a picture of the linear stage in the

vacuum chamber. The stepper motor is at the bottom of the picture, connected to the drive rod

which moves the carriage (to which a vertical post is mounted) back or forth. Depending on the

needs of a given experiment, the linear stage can be mounted on top of the rotational stage to

provide full positioning access along any plane in the chamber. Figure 3.4 shows the linear stage

Figure 3.3: Linear motion stage mounted inside the chamber as viewed through the 10 inch port.



39

Figure 3.4: 2D motion system with the linear stage mounted on top of the rotational stage.

mounted on top of the rotational stage. For other experiments, the rotational and linear stages are

used separately. Both systems contain only low-outgassing greases. A Keithley 2301A-30-3 power

supply, controllable via LabVIEW, is used to provide power to the in-vacuum stepper motors. The

driver system to command steps to the motors was built in-house using a SparkFun RedBoard

system.

In its current form, the rotational stage provides accurate positioning to within 2◦. The

linear stage provides accurate positioning on the order of a millimeter. The motion system is used

to consider the effect of relative geometries between target and sensor on touchless sensing, but

high-precision motion control is not required. Therefore, the positioning resolution of the motion

system is sufficient for the present research. Limitations of the current design are that the stepper

motors do not have encoders to check for missed steps, and there is no truth value for locating
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the stages within the chamber. To address these limitations, future improvements should install

encoders to check for missed steps, homing switches to provide an absolute position reference, and

a laser distance measurement device to more accurately measure distances and angles between

components in a given experimental setup. Further, it is known that the stepper motors produce

large amounts of heat during operation, and sufficient heat dissipation paths do not exist while

the system is under vacuum. The steppers are currently limited to a duty cycle of 50% to prevent

overheating. Future improvements should also consider adding in-vacuum thermocouples for real-

time monitoring of the stepper motor temperatures.

3.2.3 Sources

3.2.3.1 Monoenergetic Electron Gun

A Kimball Physics EMG-4212 monoenergetic electron gun provides a primary electron source

for experiments. The electron gun is capable of emitting electrons in an energy range of 1 keV to

20 keV with currents between 10 nA and 100 µA. The electron beam can be focused to achieve

a desired spot size, deflected to strike a given target, and rasterized to output a scan pattern. A

phosphor screen can be installed in the chamber to characterize the size and shape of the electron

beam. Figure 3.5 shows an example of the beam hitting the phosphor screen with an energy of 5

keV, a focus voltage of 500 V, an x-deflection of +60 V, and a y-deflection of -25 V. The beam

size can be reduced to a spot on the order of millimeters by further increasing the focus voltage.

Note that the blue polygon is the actual beam. The orange glow is light emitted from the electron

gun’s tantalum filament which is visible when the chamber is dark. The electron gun must be run

in vacuum environments less than 10−5 torr.

3.2.3.2 Vacuum Ultraviolet Light

A Hamamatsu L10706 deuterium lamp provides an in-vacuum light source to stimulate pho-

toemission from surfaces. The source emits from 115 nm to 400 nm with a primary peak at 160 nm

or 7.75 eV and in a cone of 7.5◦. For comparison, the dominant ultraviolet line in the near-Earth
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Figure 3.5: Electron beam spot visible on the phosphor screen.

space environment comes from the solar Lyman alpha line at a wavelength of 121.6 nm and an

energy of 10.2 eV. The lamp is air-cooled using pressurized air from the building.

3.2.4 Detectors

3.2.4.1 Electron Energy Analyzer

One important instrument for the present work is an electron energy analyzer to measure

energy spectra of the secondary electrons and photoelectrons generated on target objects. Various

energy analyzer designs have been in use for decades and have extensive flight heritage. Options

range from relatively simple energy analyzers, such as the retarding potential analyzer or parallel

plate analyzer, to increasingly complex designs such as cylindrical, hemispherical, and top hat
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analyzers. While top hat analyzers are ubiquitous on modern space physics missions (e.g. [20,

81, 91, 115]), other designs, such as the retarding potential analyzer, also fly on a wide variety of

missions [72, 61, 22], often as part of a suite of analyzers.

The goal for the experimental work discussed herein is to demonstrate feasibility and obtain

a solid understanding of the physics of electron-based touchless potential sensing. In light of this

goal, a retarding potential analyzer (RPA) is selected as an appropriate instrument for this work. If

touchless potential sensing can be demonstrated using a straightforward, inexpensive instrument,

then it stands to reason that obtained insights will hold if a more advanced instrument is used.

In total, three RPAs were designed and built to measure electron energy distributions in

experiments, with each design iteratively improving upon the previous. All of the experimental

results presented in this dissertation were taken with the third and final RPA. The RPA consists

of a front grounded grid and a variable voltage discriminating grid in front of a hollow-cylinder

detector. The detector aperture is 1.27 cm in diameter. The mesh grids have a 90% transmission,

with wire radii of approximately 0.01 mm, and distances between the wires of 0.3 mm. The detector

itself is also 1.27 cm in diameter and is 10 cm long to reduce secondary electron escape from within

the detector. Figure 3.6 shows the operating principle of the RPA. Incoming electrons with energies

less than E < qV , where V is the voltage on the discriminating grid, are unable to overcome the

potential barrier to enter the device and are thus rejected. Electrons with sufficient energy to

overcome the potential barrier, i.e., with E > qV , enter the detector and are collected. An electron

energy spectrum is take by sweeping through the voltages applied to the discriminating grid and

measuring the current on the detector at each step. Figure 3.7 shows a picture of the RPA, both

with and without the exterior grounded housing. A Keithley 2401 SourceMeter, controllable via

LabVIEW, is used to record the current collected by the electron energy analyzer.

Several possible improvements are suggested for future research using this RPA. First, the

RPA operates by collecting a current versus voltage curve, and the electron distribution is found by

differentiating this curve. It is possible, however, to directly measure the electron distribution by

operating the RPA in a modulated discriminating grid mode. In this case, a small sinusoidal voltage



43

E < qV

E > qV

Grids

Detector

Grounded Enclosure

Signal

V2 = -VV1 = 0

Figure 3.6: RPA operating principle.

Figure 3.7: RPA, both with and without the grounded housing, used to measure electron spectra.

is added to the voltage on the discriminating grid. The output signal coupled to the sinusoidal

wave is measured and electrons with energies within the range of the sinusoidal signal are directly

measured. Another possible improvement is to add an electron multiplier or microchannel plate to

the instrument, which would amplify the incoming electron signal and allow for measurement of very

low (or even single particle) electron fluxes. Finally, future studies could consider using a different

energy analyzer design (such as a cylindrical mirror or hemispherical analyzer) to touchlessly sense

potential, depending on the requirements of a given experiment.
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3.2.4.2 Magnetometer

A vacuum-safe version of the Stefan-Mayer FLC3-70 3-axis fluxgate magnetometer is used to

measure magnetic fields. This device can measure magnetic fields up to±200 µT with an accuracy of

1% ± 0.5 µT. A typical magnetic field near the center of the chamber during experiment conditions

(i.e. with the pumps running) has a horizontal component of 2.5 µT and a vertical component of 39.7

µT (positive downward). In comparison, the IGRF-13 model1 predicts a horizontal component

of 20.8 µT and a vertical component of 47.4 µT [109]. The measured total field magnitude is

approximately 40 µT, whereas the IGRF-13 model predicts a magnitude of 52 µT. It is known

that several components in the vacuum chamber, including the pump motors, stepper motors, and

most significantly, the inverted magnetron gauge, contribute magnetic fields inside the chamber.

The magnetometer measures the combination of the magnetic fields from these sources plus the

geomagnetic field, which accounts for the discrepancy between the measured field and the IGRF-13

model.

3.2.4.3 Residual Gas Analyzer

A Stanford Research Systems residual gas analyzer (RGA) is used to detect and characterize

traces of gas present in the vacuum system. The RGA is capable of measuring constituents with

masses out to 200 amu with a resolution of 1 amu. Figure 3.8 shows an example spectrum taken

by the RGA when the IMG measured a chamber pressure of 1.0 µTorr. Peaks corresponding to

common gas constituents are labeled. One of the primary contributors to the chamber base pressure

is water, which adsorbs on to the chamber walls when the chamber is exposed to atmosphere. Future

chamber improvements should include venting the chamber with nitrogen, which is known to desorp

from surfaces at a much faster rate than water. Alternatively, a bake-out system could be used to

heat the chamber walls, increasing the rate at which water molecules leave the surface. A chamber

base pressure in the 10−7 Torr range could likely be achieved with these improvements. There is

1 International Geomagnetic Reference Field (IGRF), 13th Generation Calculator, http://geomag.bgs.ac.uk/
data service/models compass/igrf calc.html, Accessed 2020-09-17.

http://geomag.bgs.ac.uk/data_service/models_compass/igrf_calc.html
http://geomag.bgs.ac.uk/data_service/models_compass/igrf_calc.html
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also a large contribution from hydrocarbons with masses from 80-200 amu. The peaks at 41, 43,

55, 57, 69, and 71 amu correspond to a known signature from turbopump oil [1]. Low-outgassing

materials are used throughout the chamber, such as acetal plastic, PTFE, or PEEK, with vacuum-

safe lubricants used in the motion system. However, these materials also outgas in small amounts.

The presence of fingerprints or other contaminants also contribute to the residual gas environment.

As these heavier particles are ionized in the RGA, the long hydrocarbon chains break into smaller

units, creating a near continuous spectrum above 80 amu.
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Figure 3.8: Residual gas mass spectrum taken by the RGA for a chamber pressure of 1.0 µTorr.

The RGA can also be used to provide a total pressure measurement by summing the partial

pressures. In this case, the sum of partial pressures gives a total chamber pressure of 1.6 µTorr

which is close to the IMG measured value of 1.0 µTorr.

The stepper motors for the in-vacuum motion stage cause a significant rise in the chamber

pressure when operated, often increasing the pressure by several µTorr in less than a minute when

first powered on. To determine the cause of this, an RGA spectrum was collected while the stepper

motors were operating. Figure 3.9 shows the difference between this spectrum and the baseline

spectrum shown in Figure 3.8, which was taken with the steppers off. The gas with the largest

partial pressure is water vapor. The stepper motors are known to heat up during operation in
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vacuum due to the lack of convective cooling. Water vapor adsorbed to the stepper motors boils off

quickly when the motors become hot, thus creating the sudden pressure increase. As the motors are

continually used, the water is removed and eventually the pressure rise is reduced. Other notable

peaks include atomic hydrogen, nitrogen, and carbon dioxide. The presence of these gases may

indicate there is a dead volume of air trapped inside the stepper motors which escapes when they

are moved.
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Figure 3.9: Contribution to the vacuum chamber residual gas environment from the motion system
stepper motors.

3.2.5 High Voltage Power Supplies

A variety of high-voltage power supplies are available to supply voltage to the RPA discrim-

inating grid, target objects, or any other experiment components as required. These include a

Spellman CZE3000 (0 to 30 kV), two Spellman SL300s (0 to 3 kV), a Matsusada CZ9 (0 to 30 kV),

and two Matsusada AU-30R1 high-voltage supplies (0 to 30 kV). The Matsusada AU series units

are highly preferable to use whenever possible as they have superior voltage resolution to the other

units. These provide a maximum current output of 1 mA, though typical current draws are <1

µA. Additionally, the units are computer-controlled via fiber optic cables which provides additional

electrical isolation between the high-voltage and control units. All units are controllable via Lab-
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VIEW except for the Spellman SL300s, which are manual control only. When output voltages are

<1 kV, a Keithley DMM6500, which also interfaces with LabVIEW, measures the voltage output

from the power supplies to obtain a truth value.

3.3 Results & Summary of Research Goal 2

A space environment simulation facility has been designed and developed to provide a suit-

able environment for experimental studies of touchless potential sensing. The ECLIPS chamber

provides the required experimental capabilities for the current work, which includes a source of

energetic electrons, a VUV light, in-vacuum motion, a charged particle energy analyzer, and high-

voltage sources. Additional detectors, such as the RGA and magnetometer, allow for the vacuum

environment to be thoroughly characterized and monitored during data collection. In addition to

providing experimental capability required for the current work, the facility also provides a highly-

capable space simulation chamber which will be useful for a broad range of spacecraft charging and

charged astrodynamics experiments in the future.



Chapter 4

Active Sensing

4.1 Motivation

The previous chapter investigated numerous aspects of electron-based touchless potential

sensing using both theoretical understanding and numerical tools. The goal of this chapter is to

physically demonstrate the electron method for touchless sensing through laboratory experiments.

Specifically, the active sensing case, which uses an electron beam, is considered here, whereas passive

sensing with environmental currents is considered in Chapter 5.

Several factors motivate an experimental campaign. First, physical demonstration of touch-

less potential sensing provides more confidence in the efficacy of the electron method than is possible

with only simulations and theory. This is especially true in light of the uncertainty surrounding

material properties of space objects which may be targeted for potential sensing in future debris

removal missions. Further, experiments provide valuable insight into what physics, if any, is not be-

ing captured in the simulations and theoretical foundations. The goals of the experimental research

are defined as follows:

(1) demonstrate touchless potential sensing for a variety of common spacecraft materials,

(2) investigate the accuracy of the electron method for a wide range of operating conditions,

(3) determine the effect of relative geometries between the target and sensor.
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Figure 4.1: Test samples used for touchless sensing experiments.

4.2 Experiment Setup

To achieve these goals, experiments were conducted in which a flat target plate was held

at a fixed, known, potential in a vacuum chamber. The plate was then irradiated with an elec-

tron beam to simulate active sensing. The resultant secondary electrons were measured using the

electron energy analyzer, which was mounted on a rotating arm to sweep around the target plate.

Experiments were conducted under vacuum pressures between 10−5 and 10−6 Torr. A variety of

commonly-used spacecraft materials were selected as targets: aluminum, copper, and titanium are

often used as base materials for spacecraft frames and thermal control systems; indium tin oxide

(ITO) is a conductive coverglass applied to solar panels; aluminized Kapton is a common outer layer

in spacecraft thermal blankets, and Inconel (a nickel-chromium superalloy) is a common material

in rocket nozzles and components. Figure 4.1 shows each of the samples tested. The metal samples

are 6×6 inch squares. The ITO samples consist of an ITO film deposited on a glass backing. The

samples were cleaned with isopropyl alcohol prior to being installed in the experiment apparatus.

Figures 4.2 shows a schematic of the experimental setup. Figure 4.3 shows a picture of the setup
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Figure 4.2: Schematic of the experiment setup inside the vacuum chamber.

with the target plate at center, above the rotational stage. The RPA is at left, mounted on the end

of the rotating arm with the magnetometer. The electron gun is not pictured as it is mounted to

the chamber lid. Note that the chamber walls, instrument body, electron gun chassis, and rotating

arm are all grounded (i.e. everything is grounded except for the target plate, which is held at a

fixed potential).

4.3 Experiment Results & Discussion

Over 580 spectra were collected in the experimental campaign for plate voltages ranging from

-15 V to -6000 V [13]. At each voltage, the electron energy analyzer was swept around the plate from

-30◦ to +90◦, where the angle θ is defined so that the plate normal is at 0◦ as shown in Figure 4.2.

The angle is defined positive in the counterclockwise direction. The electron beam had an angle of

incidence on the plate of 35◦. When the instrument is closest to the electron beam, θ = -30◦. When

the instrument is farthest from the electron beam, θ = +90◦. Electron beam currents ranged from

10-110 µA and electron beam energies ranged from 1.5-10 keV. Several representative results are

shown and discussed below.
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Figure 4.3: Experimental setup in the vacuum chamber. The target plate is visible in the center.
The RPA and magnetometer are mounted on the rotating arm and are visible at left.

Figure 4.4 shows results for a test in which an aluminum target plate charged to -1000 V

was irradiated by an electron beam current of 10.4 µA at an energy of 8.0 keV. The RPA was

located at an angle of θ = 10◦. The left panel of the figure shows the electron current as the

voltage on the discriminating grid is varied. As the grid voltage surpasses the energy of a given

electron, that electron is repelled from the device and thus no longer measured. Thus, as the grid

voltage exceeds the voltage on the target plate (which corresponds to the energy of the secondary

electron population), the current drops to zero. The right panel in the figure shows a first-order,

backward-difference numerical derivative of the data and a Gaussian fit (indicated by the solid

line). The actual plate potential is given by the vertical dashed line (in both panels of the figure)

and the estimated plate potential is taken to be the peak of the Gaussian (indicated by the vertical

dotted line in the left panel). As shown, the estimated plate potential corresponds to the actual
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Figure 4.4: Electron spectrum for an aluminum sample charged to -1000 V and irradiated by an
electron beam.

plate potential to within the voltage step of 10 V, indicating the feasibility and accuracy of the

electron sensing method for potentials in the kV range. A background population of electrons is

present, as indicated by the approximately -0.006 nA eV−1 slope between 400 V and 800 V. This

population is likely generated when electrons from the target impact the walls or other surfaces in

the vacuum chamber, thus generating other electrons. Additionally, the dip in current at 880 V is

interesting. This dip was present in some but not all spectra. This is an artifact of backscattered

electrons in the detector [103]. A backscattered electron is an electron which strikes a surface, then

reflects off the surface with an energy up to its incident energy. Some of the secondary electrons

from the target plate enter the detector, pass through the discriminating grid, then scatter off the

detector surface and exit the detector. As the grid voltage approaches the energy of the secondary

electrons from the target plate, the electrons which backscatter in the detector no longer have

sufficient energy to pass through the grids on the way back out. Therefore, the backscatter current

is reduced and the total detected current increases as the grid voltage approaches the plate voltage.

This dip is not present in all spectra because it depends on a particular alignment between the

electrons being measured and the detector. Particles which strike the side of the detector at a

glancing angle scatter further into the detector, not back out.

Figure 4.5 shows an example in which an Inconel target was charged to -6000 V with the

RPA located at +30◦. The Gaussian fit has a maximum value of 5865 eV, whereas the actual
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Figure 4.5: Electron spectrum for an Inconel sample charged to -6000 V and irradiated by an
electron beam.

plate voltage was -6000 V. Thus, the potential of the plate is accurately sensed to within 2.26%.

This error is most likely a result of the RPA being slightly misaligned to the flow of electrons

from the target. The discriminating electric field in the RPA only acts upon the electron velocity

component in the along-axis direction, so any angle between the incident electron and instrument

results in a downward shift of the measured particle energy. This effect is discussed in more detail

in Section 4.3.2.

Another representative result in shown in Figure 4.6 which illustrates the electron sensing

method at low charging levels. In this case, a sample of aluminized Kapton is held at a potential

of -15 V and irradiated with an electron beam current of 44.7 µA at an energy of 1.5 keV. The

electron energy analyzer was located directly in front of the plate (at an angle of θ = 0◦). The

electron distribution raw data is noisy, but the secondary electron population at 15 keV is identified

by the Gaussian fitting routine and the plate potential is estimated to within 1 eV, which gives a

6.67% error.

Figure 4.7 shows an example in which an ITO sample is charged to -25 V and illuminated

with an electron beam. The ITO slides were mounted on a copper backing which was held at

ground. These results show that touchless sensing can be used at very small potentials in addition

to large ones. The potential of the ITO target is measured to within less than a volt. In theory,

the accuracy of the technique is limited by the initial energy distribution of the electrons. Further,
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local surface variations or coatings can further widen the initial energy distribution. Therefore, at

voltages near zero, the method produces larger percent uncertainties. However, small voltages are

less of a concern because it is large voltages that lead to arcing or produce significant Coulomb

forces and torques. Though a target in space irradiated with an active electron beam would likely

charge to larger (magnitude) potentials, the low voltage results are included here to demonstrate

the sensing technique over a range of potentials.

The typical magnetic field in the chamber during experiments is on the order of 40 µT,

pointing primarily in the -Z direction (down). Figure 4.8 shows the gyroradius of an electron in a

40 µT. A 15 eV particle has a gyroradius of approximately 32 cm, whereas the separation distance
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Figure 4.6: Electron spectrum for an aluminized polyimide sample charged to -15 V and irradiated
by an electron beam.
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Figure 4.7: Electron spectrum for an ITO sample charged to -25 V and irradiated by an electron
beam.
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between the target plate and sensor was 25 cm. Thus, the electrons emitted from the aluminized

polyimide at -15 V are deflected by the magnetic field, but are still able to be detected by the RPA,

as shown in Figure 4.6. For higher energy populations, such as those in the 100s to 1000s of eV

range, the deflection due to the gyromotion is minimal.
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Figure 4.8: Gyroradius of an electron in a 40 µT magnetic field.

4.3.1 Data Processing Technique

RPAs and other electrostatic analyzers are used extensively in space and laboratory experi-

ments, so a number of data processing techniques exist to determine a particle distribution from the

raw current-voltage data [60, 86]. Touchless sensing is unique in that the objective is to measure an

electron population at a specific energy, rather than to analyze particle fluxes across a wide-range

of energies or even for multiple species. Therefore, the current-voltage curve is expected to be a

downward step-function in an ideal case with the step occurring at the energy of the electron popu-

lation coming off the plate. One data processing option is to fit the raw current versus voltage data

with a hyperbolic tangent function, which is an analytical approximation of a step-function. The

negative derivative of the hyperbolic tangent function gives the electron energy distribution, and the

plate potential estimate is found by taking the maximum of the electron energy distribution. This

option works reasonably well except that in many cases there is a small background distribution
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of electrons which likely consists of secondary or backscattered electrons generated from other sur-

faces inside the chamber. Similarly, a detector in space observes the secondary electron population

from the target superimposed on the environmental electron flux. As a result, the current-voltage

curve has a background slope which negatively affects the fit of the hyperbolic tangent function.

To account for the slope, it is possible to use a fitting function which is a hyperbolic tangent plus

a linear fit. This approach models some cases quite well, but breaks down when the background

is flat or when the signal is very small. Additionally, the iterative least-squares fitting routine is

quite sensitive to the initial guess, which is undesirable.

Another approach is to directly compute the numerical derivative, which gives the electron

energy distribution. For cases in which the electron current is much larger than the noise floor

of the detection system, a clear peak is visible in the electron energy distribution (as is seen in

Figure 4.4, right) which can be used as the plate potential estimate. However, the electron peak

is lost for cases where the signal is on the same order as the system noise. In the right panel of

Figure 4.6, for example, the peak of the numerical derivative is only slightly higher than the noise.

Rather than simply taking the maximum of the electron energy distribution, a Gaussian curve is

fit to the electron energy distribution. The peak of the Gaussian fit is then taken as the estimate

of the target potential. Other data smoothing options, such as the Savitzky-Golay filter, could be

used to improve the stability of the numerical derivative if needed [99].

The width of the fitted Gaussian also provides a metric for quantifying uncertainty. If a

signal is only slightly above the noise floor, the fitted Gaussian has a large standard deviation,

so the measurement should not be taken with high confidence. Alternatively, if a peak is very

large, which indicates there are many electrons within a narrow energy range, the fitted Gaussian

has a small standard deviation, and confidence in the measurement is high. For example, the

Gaussian fit shown in the right panel of Figure 4.4 has a standard deviation of 15.89 eV which is

only 1.59% of the peak location of 1000 eV. A poor quality spectrum, on the other hand, may

have a standard deviation on the order of several hundred eV. This approach is useful when data

from the electron method for touchless sensing may be combined with charge information about the
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target from other sources, such as bremmstrahlung x-ray measurements or charge predictions based

on the space environment. Measurements and uncertainties from each of these sources can then

be combined in a filtering algorithm to obtain an optimal estimate of the target potential [116].

The data processing technique of taking a numerical derivative of the current-voltage curve, then

fitting a Gaussian to the electron energy distribution allow for accurate potential estimation which

is robust even for small signals or cases in which a background distribution is present.

4.3.2 Aggregate Results

Each of the 583 tests consists of an current-voltage curve collected at a given angle, θ, and a

given plate voltage and material. The peak of the Gaussian fit to the electron energy distribution

for each test is found and taken as the plate voltage estimate. This estimate is then compared to

the actual plate voltage and a percent error is computed:

% Error =
Vmeasured − Vactual

Vactual
× 100. (4.1)

Figure 4.9 shows the percent error as a function of the angle θ for all 583 tests. The plot

indicates the mean percent error and standard deviation of the distribution of all tests at a given

angle. The means are very close to zero percent error for angles ranging from -20 to 60◦. The

standard deviations are smallest for angles between 0 and 60◦. These results indicate that the

electron sensing method is accurate to within a few percent error over a range of angles. At large

angles, the method becomes less reliable, but the means of the percent errors across all runs are

still within 16%. Several factors contribute to this result.

Interestingly, the maximum current for the electron gun experiments is not observed at an

angle of zero, but rather when the detector is between 30 and 50◦ off the plate normal. Figure 4.10

shows the current as a function of angle for several tests. The current at each angle is averaged over

grid voltages less than the plate voltage and then normalized. As the plate voltage is increased for

a given beam energy, the angle of maximum current shifts to higher angles. Note that even though

the secondary electrons have an initial cosine angular distribution (as discussed in Chapter 2),
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Figure 4.9: Percent error of the measured potential compared to the known potential as a function
of angle for over 580 different spectra.
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Figure 4.11: Schematic of the electron beam interacting with the plate.
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the distribution observed here is caused by the initial distribution being focused by the electric

field around the plate. Figure 4.11 shows a qualitative illustration of how the beam interacts with

the target plate. If the beam energy is much greater than the voltage on the plate, then the

beam electrons are unaffected by the plate until they impact it. In the extreme case in which the

plate voltage is greater than the beam energy, the beam is deflected because the electrons cannot

climb the potential hill to reach the plate. For cases in which the plate voltage is a fraction of

the beam energy, the beam is deflected a small amount and impacts the plate closer to the edge.

Due to the electric field geometry, indicated by the black arrows in the figure, secondary electrons

generated closer to the edge of the plate fly away at an angle. Therefore, as the plate voltage is

increased (in the negative sense), the beam is deflected further toward the edge of the plate, the

resultant secondary electrons fly off the plate at an angle, and the maximum current is measured

at increasingly large angles. This phenomenon is confirmed by observation of radiation darkened

spots which developed on the target plates after extended electron beam exposure. The spots were

not located at the center of the plates, but instead were offset toward the edge.

This geometry has important implications for future touchless sensing missions. For any

physical object that is charged to a negative potential (negative relative to the servicing spacecraft

which aims to capture the emitted electrons), there always exists a point on the surface for which the

electric field maps to the servicing spacecraft. The electron beam can be expanded to illuminate the

entire target which ensures that some number of secondary electrons are always detected, regardless

of the relative geometry of the spacecraft. Alternatively, if electrons are only generated on a

small area of the target surface, potential measurements are possible when the relative geometries

between the target and servicer are appropriate to guide the electrons to the sensor). In many

cases, the target may be tumbling at a high rate whereas the target potential evolves slowly in

time. Therefore, measurements can still be obtained at a useful rate. These results are especially

important considering that most defunct spacecraft have complex shapes with multiple solar panels,

antennas, and appendages, and are generally tumbling. Chapter 6 investigates the effect of target

geometry on the sensing process in more detail.
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Figure 4.12: Percent error as a function of signal magnitude.

Returning to the discussion of the error distributions in Figure 4.9, it is clear in light of

Figure 4.10 that the signal magnitudes decrease significantly at angles beyond 60◦. As the mag-

nitude of the peak in the electron distribution approaches the noise floor of the detection system,

it becomes impossible to accurately estimate the target potential. Figure 4.12 shows the errors

plotted as a function of signal magnitude. All of the tests which resulted in large percent errors

had an average signal of less than 20 nA and the vast majority of these cases had an average signal

of less than 5 nA. Several control tests were conducted with the electron beam off, so there was no

source of electrons in the vacuum chamber and the noise floor of the measurement system could

be quantified. The measured noise current has a mean of 0.0124 nA and a standard deviation of

0.0339 nA. Therefore, it becomes difficult to differentiate the peak in the electron distribution from

the noise as the signal magnitude approaches single nanoamps. However, for signal magnitudes on

the order of tens of nA, the electron sensing method produces an estimate of the target voltage

accurate to within 4%.

Several sources contribute to the differences between the estimated and actual plate poten-

tials, even when the signal magnitude is large. First, it is assumed that the discriminating grid

inside the retarding potential analyzer produces a uniform, equipotential region of potential. Ide-

ally, for a grid potential of V , only particles with energies E > qV can penetrate the potential

barrier. However, the wires which comprise the discriminating grid have finite dimensions and the

regions between the wires have potentials slightly lower than the potentials on the actual wires [37].
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This results in a broadening of the electron peak given by the following expression:(
∆E

E

)
width = 1−

2π
(
d
a

)
− ln 4

2π
(
d
a

)
− 2 ln

[
2 sin

(
πr
a

)] , (4.2)

where E is the energy of the electron population, ∆E is the amount of broadening in the peak, r

is the wire radius, a is the distance between the wires in the grid, and d is the distance between

grids. For the retarding potential analyzer used in the experiments, the wire radius is on the order

of 0.01 mm, the distance between wires is 0.3 mm, and the spacing between the grounded grid

and discriminating grid is 10 mm. This gives a ∆E
E of 2.1%. Given a plate voltage of 1000 V, the

expected broadening of the peak would then be 21 eV. The electron energy distribution given in the

right panel of Figure 4.4 has a FWHM peak width of approximately 28 eV, which is consistent with

this source of error. The secondary electron population is also not mono-energetic, which further

contributes to the peak widening. Secondary electrons depart from a surface with a distribution of

kinetic energies of a few eV. The peak of this distribution occurs at an energy equal to 1
3 the work

function of the emitting surface [26]. For most metal surfaces which have a work function on the

order of 4 eV, the secondary electron energy distribution has a peak around 1 eV.

Another consideration for planar-type retarding potential analyzers is that the energy filter

only acts upon particles in the direction along the axis of the instrument (i.e. normal to the grids).

The velocity of the particle in the transverse direction is unchanged. Therefore, a shift in the

measured energy can occur if particles are not traveling through the device on a trajectory parallel

to the instrument axis [37]. This shift is equal to:(
∆E

E

)
shift = sin2 α, (4.3)

where α is the angle of incidence. Electrons do not necessarily travel in a straight line between

the target and sensor, depending on the electric field geometry. Two additional effects which could

cause the particles to enter the detector at an angle include (1) gyrorotation about the magnetic

field, and (2) misalignment of the instrument relative to the plate. The instrument is designed

such that the maximum angle, α, which a particle could have and still pass through the detector

is approximately 25◦. This gives a ∆E
E shift of 18%.
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In light of these sources of error, the results show that the electron method is capable of

measuring the potential on a target to within 4% error when the detector measures an electron

signal on the order of nA or above. At certain relative angles between the target and sensor, there

is not a significant enough signal to be measured, so the method is not able to accurately measure

the potential. This limitation, however, is not inherent to the sensing method, but is a result of

the instrument design. More sophisticated instruments (such as those with a micro-channel plate

detector) may be able to detect smaller signals and therefore accurately measure the potential

across all angles.

There were no significant differences observed between the different materials tested, though

most of the materials were metals with similar emission properties. Future research should consider

electron emission from more complex materials, such as spacecraft thermal control paint which may

comprise a large portion of a spacecraft exterior surface.

4.3.3 Voltage Sweep Considerations

One interesting consideration is selection of an appropriate size voltage step. In these ex-

periments, the voltage of the target plate was known, so an appropriate range and step size was

selected for the voltage sweep. For example, a voltage step of 0.5 V was used for the low volt-

age cases whereas a step of 50 V was used for the 6000 kV level tests. In space, the voltage of

the target is not known a priori, so a trade-off exists between sweep time and sweep resolution.

These parameters should be carefully considered when developing the mission requirements. For

comparison, the electron spectrometer instruments on the MMS space physics mission can measure

electron spectra from 10 eV to 30 keV in 30 ms with an energy resolution of 20% [91]. Though the

time to collect a spectra from this instrument is impressive, touchless sensing missions may require

better resolution. One possible solution is to collect a coarse spectra across a wide energy range,

identify the energy range of the electrons emitted from the target, then conduct a finer scan over

that smaller energy range. Rendezvous or tugging operations generally take place over time scales

of minutes to hours, and spacecraft charge levels also evolve slowly over time (passage into or out
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of eclipse being an exception). Therefore, touchless sensing missions will likely prioritize energy

resolution over time resolution.

4.4 Active Sensing of Natural Potential

Throughout this work, a distinction is made between active sensing, in which an electron

beam is used to transfer charge and stimulate secondary emission, and passive sensing, in which

photoelectrons or secondaries generated by environmental particle fluxes are used for sensing. A

critical difference between these two cases is whether or not the potential of the target is intention-

ally changed. For applications such as the electrostatic tractor, it is desirable to force the target to

a large potential to generate large forces for tugging. Thus, an electron beam is already in use to

transfer charge, so a large secondary electron population is created. Alternatively, passive sensing

methods are useful when the natural potential of the target is to be measured. This, however,

raises an interesting question: is it possible to use an active electron beam to sense the natural

potential of the target? In other words, can an electron beam be used to stimulate secondary

emission without changing the potential of the target?

Two possibilities exist in theory to achieve active sensing of a target’s natural potential. The

first is to use an electron beam such that it lands at the crossover point of the target’s SEE yield

curve (see Figure 1.8). At this landing energy, one secondary electron is produced for each incident

electron, and the current balance equation is unaffected. However, this requires detailed knowledge

of the target’s material properties, which may be tenuous at best considering the dependence

of secondary emission on temperature and surface condition, as well as the numerous different

materials present on satellite exteriors. Further, the landing energy of the beam must match the

SEE crossover points, but the target potential must be known to select the initial beam energy

which gives the desired landing energy. Thus, this approach is clearly not practical.

A second approach is to use a very small beam current. First, consider an object charging

naturally to an equilibrium potential. The orbit-limited Langmuir equation describes the current
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balance of a conducting sphere at GEO [75, 73]:

Ie(0) exp

(
− qeφ
kTe

)
− Isee(φ)− Ibs(φ)− Ii(0)

(
1− qiφ

kTi

)
= 0, (4.4)

where Ie and Ii are the environmental currents, Isee is the secondary electron current, and Ibs is the

backscatter current. The spacecraft potential is denoted by φ. Note that the spacecraft is assumed

to be in eclipse, so there is no photocurrent. The electron plasma temperature is assumed to be

greater than the critical temperature required for charging onset (the number of incident electrons

exceeds the number of outgoing electrons), so the spacecraft charges to a negative potential. As

a result, the ions are attracted to the spacecraft and the electrons are repelled, as shown in the

equation. The secondary and backscatter currents are proportional to the incident electron current,

so the equation can be rewritten as follows:

Ie(0)(1− 〈δ + η〉) exp

(
− qeφ
kTe

)
− Ii(0)

(
1− qiφ

kTi

)
= 0, (4.5)

where 〈δ+ η〉 represents the average secondary and backscatter coefficient across the full spectrum

of incident electrons [30, 75]. Though there are a wide variety of plasma conditions encountered

in GEO, some representative conditions are assumed here to allow for an order of magnitude

consideration of the charging dynamics and currents. Assuming a natural plasma environment

modeled by a single-Maxwellian distribution with electron and ion densities and temperatures:

ne = ni = 106 m−3, Te = Ti = 5 keV, a 1.38 m radius, aluminum sphere charges naturally to

φ = −7454 V. Material properties are taken from the Nascap-2K spacecraft charging simulation

code [30].

Introducing a beam current perturbs the potential from equilibrium:

Ie(0)(1− 〈δ + η〉) exp

(
− qeφ
kTe

)
− Ii(0)

(
1− qiφ

kTi

)
+ (1− δ − η)Ibeam =

dQ

dt
, (4.6)

where Q is the charge on the spacecraft, Ibeam is the beam current and δ and η are the secondary

and backscatter coefficients at the beam landing energy, respectively. For a spherical spacecraft

with radius R, the time rate of change of potential can be determined from the time rate of change
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Figure 4.13: Time rate of change of potential from equilibrium for a naturally charged object hit
with an active electron beam.

of charge via the capacitance:

dV

dt
=

dQ

dt

1

4πε0R
. (4.7)

Figure 4.13 shows the initial time rate of change of potential from the natural value of -7454 V

for beam currents ranging from 10−10 to 10−6
µA with an initial energy of 10 keV. Note that the

potential time rate of change is the initial value. As the object’s potential begins to change, the

other currents adjust until the object reaches a new equilibrium. Assuming the sensing craft emits

a beam in a short pulse, this plot quantifies how much the target is perturbed from its natural

equilibrium. For beam currents up to about 2.5 nA, the object potential changes less than 10

V s−1. In theory, a sensing craft could use a quick pulse of a nA level beam to measure the object

potential without significantly changing it. However, for larger beam currents, the potential varies

significantly, so it would be unclear what potential is actually being measured.

Figure 4.14 shows the secondary current produced by the incident beam using a secondary

emission model given in Reference [96]. At the beam landing energy of Ebeam − φ = 2546 eV,

δ = 0.1847. For incident currents in the range of 1 nA, the secondary electron current produced

by the beam is on the order of 0.1 nA. In contrast, the secondary electron current produced by
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Figure 4.14: Secondary current produced by a beam incident on a naturally charged object in
equilibrium.

the ambient electron fluxes is on the order of 100 nA, more than three orders of magnitude larger.

This result makes sense given the nature of the current balance equation. To generate a secondary

current which is larger than the natural secondary current, the incident beam current must be larger

than or at least on the same order as the natural incident electron current. Thus, any incident

beam which is large enough to stimulate a significant secondary electron population is also large

enough to perturb the target from its natural potential.

However, the naturally-produced secondary electron current is emitted from all sides of a

spacecraft, whereas the beam-induced secondary current is only emitted from the area on which

the beam is incident. Thus, depending on the geometry of the target, the separation distance,

and the detector on the sensing craft, the beam-induced secondary current could be on the same

order as the environment-induced secondary current in some scenarios. At this point, the question

of whether or not it is possible to use active sensing to measure the natural potential is mission

specific. If the goal of a mission is to measure the natural potential of the target with high accuracy,

it would likely be best to use only the natural currents to obtain a measurement. In other cases, it

may be possible to use a short pulse of a low-current electron beam to stimulate a larger secondary
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electron signal. Due to uncertainties about the target (material properties, whether or not it is

continuously conducting, etc.), it will not be known exactly how much the active beam perturbs

the target, even in a short time. Thus, passive methods are better for sensing the natural potential

of a target. This approach is discussed further in the following chapter.

4.5 Results & Summary of Research Goal 3

Active touchless potential sensing of a target has been demonstrated through extensive lab-

oratory experiments. An algorithm has been developed which automatically processes current-

voltage data to determine an estimate and uncertainty for the target potential. The experimental

results demonstrate the accuracy of the active potential sensing technique for a range of target

materials, voltages, and angles. It has been shown that the method is accurate to within 4% error

when the signal magnitude is on the order of 10 nA or above. Sources of error have been considered

and the primary sources involve the instrument and experimental design, rather than the touchless

sensing method itself. The materials tested were primarily metals, and no significant differences in

sensing potentials on the different metals was found. Future work should consider conducting simi-

lar experiments with non-metallic samples, such as thermal control paints which may cover a large

part of a spacecraft exterior. Another key result is that the relative geometry between the target

surface normal and the detector has a large impact on the signal magnitude because the electric

field near the target determines the trajectory of the electrons. The effect of target geometry on

the sensing process is analyzed in detail in Chapter 6.



Chapter 5

Passive Sensing

5.1 Motivation

This chapter considers sensing of the target potential using electrons stimulated through

interactions with the local space environment. Passive sensing differs from active sensing in that

there is no electron beam to be directed from the sensing craft to the target. Therefore, the natural

potential of the target is measured. Passive sensing is useful for a wide variety of applications,

such as checking potentials prior to docking with another spacecraft, on-orbit missions to study

spacecraft charging, or any other mission where the natural potential of another object is of interest.

Either photoelectrons or secondary electrons can be used for passive sensing. Photoelectrons

are generated when a surface is exposed to light with energy sufficiently large to excite an electron

beyond the surface’s work function. Secondary electrons are generated passively when electron

and ion currents from the environment impact a spacecraft surface. In general, the photoelectric

current dominates the other environmental currents, so spacecraft in sunlight tend to only charge

a few volts positive (at which point the low energy photoelectrons can no longer escape from the

surface and a current balance is achieved). One of the case studies presented in Chapter 2 shows

how touchless sensing can still be achieved in this case. A sensing craft which is at a larger positive

potential than the target can attract enough electrons out of the target photoelectron sheath to

obtain a measurement.

It is also possible, however, for a satellite to charge negatively in sunlight. The SCATHA

spacecraft, for example, was measured to charge several hundred volts negative even in the sun-
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light [87]. This can occur if the photoelectric current is significantly reduced through self-shadowing

or reduced photoyield. Consider a long, thin cylinder with one of the cylinder ends pointing in the

sun direction. The photoelectric current is only emitted from the small, illuminated area, whereas

the remainder of the object is exposed to the electron plasma current, which causes it to charge

negative (the electron current in GEO generally being larger than the ion current). Alternatively,

a highly-reflective surface can charge negatively because a large fraction of incident photons are re-

flected rather than absorbed into the surface, so the photocurrent is reduced. These are interesting

cases for touchless sensing because the object is in sunlight, but large potentials can still develop

which leads to risk of arcing or parasitic forces and torques when in close proximity.

NASA’s Lunar Gateway mission is a highly relevant example for which passive sensing of

potential would be beneficial. Docking maneuvers are being planned between the Orion spacecraft

and the Gateway in which Orion is completely shadowed by the Gateway, leading to potential

differences on the order of kilovolts [50]. To prevent the risk of electrostatic discharge, initial

contact is to be made via a resistor. Computer models are being used to determine the appropriate

resistor size for safe discharging of the potentials. However, the ability to passively sense the

potential difference between the Orion and Gateway during final approach would be invaluable to

ensure the potential difference is within a safe range for a given resistor.

5.2 Passive Sensing Using Photoelectrons

To investigate the use of photoelectrons for sensing, the experimental setup described in

Chapter 4 was used again, except the VUV light source was used in place of the electron gun.

Figure 5.1 shows results for an Inconel sample charged to -500 V and irradiated by the VUV

light. The RPA was located at an angle of -10◦ relative to the surface normal. In this case,

the photoelectron spectra is remarkably clean and the peak at 500 eV is easily determined using

the Gaussian fitting technique described in the previous chapter giving a percent error of 0.19%.

Figure 5.2 shows data for a titanium plate charged to -20 V and irradiated with the VUV light

when the RPA was directly in front of the plate. Even though the signal is much lower than in the
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Figure 5.1: Electron spectrum for an Inconel sample charged to -500 V and irradiated with VUV
light.
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Figure 5.2: Electron spectrum for a titanium sample charged to -20 V and irradiated with VUV
light.

previous spectrum, the potential on the plate is accurately sensed using photoelectrons to within

0.5 V.

As discussed in Chapter 4, the incident electron beam can be deflected by the target plate

which affects the angles at which secondary electron currents are measured. This effect is not

present in the data collected using the VUV light because the incident photons are unaffected by

the electric fields around the target plate. Figure 5.3 shows the same results as in Figure 4.10 with

results from the photoelectron tests now included. Whereas the shift to higher angles is visible in

the tests conducted with an electron beam (solid lines), the peaks for the VUV light tests (dashed

lines) are centered closer to zero and are not significantly affected by the voltage on the plate.

One interesting aspect of sensing with photoelectrons is that for cases in which the target
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Figure 5.3: Normalized electron current as a function of angle for both VUV light and electron
beam tests.

charges negatively, the sensing craft must observe the sunlit side of the target. If the target is

charged only a few volts positive, the sensing craft can extract electrons from the photoelectron

sheath around the target by charging to a larger positive voltage. However, if the target is charged

negative, the photoelectrons are ejected into space away from the surface on which they were

generated. It is unlikely that a sensing craft on the shadowed side of a target would be able to

detect any of the photoelectrons. This means that the ability to sense the photoelectric current

is coupled to the spacecraft relative motion and orbital dynamics. It would be advantageous to

be able to passively sense potential at all times during an orbit (including in eclipse). To this

end, Section 5.4 discusses passive sensing using secondary electrons generated by interactions with

environmental currents. The following section considers the effect of biasing the sensing craft largely

positive to attract more of the photoelectron current.

5.3 Experiment with RPA Biased Positive

All experiments thus far have involved a target being charged negative and the RPA kept at

zero potential. However, in space, the sensing craft is able to adjust its own potential to attract

electrons emitted from the target. Therefore, an experiment was conducted in which the RPA itself

was biased to positive potentials to attract larger currents.
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Figure 5.4: Setup for experiment in which the RPA was biased positively. The target plate is
at right, mounted on the rotating plate. The RPA is at left, mounted on the insulating rod for
electrical isolation. The VUV lamp (visible in the center), is directed at the target plate to stimulate
photoemission.

Figure 5.4 shows a picture of the experiment setup. The RPA was mounted on an insulating

Delrin plastic rod which was bolted to the chamber floor, as seen in the left side of the figure. This
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Figure 5.5: Spectra for an aluminum target charged to -500 V and various voltages applied to the
RPA.

ensured the RPA was electrically isolated from the rest of the chamber so that it could be held at

positive potentials. Aluminum foil was wrapped around the Delrin support to prevent buildup of

charge in the insulation while still keeping the RPA chassis isolated. An aluminum plate was used

as a target, which is shown on the right of Figure 5.4. The VUV source is visible in the center of

the figure. The plate is shown in a rotated position. During data collection it was rotated to face

toward the RPA.

Figure 5.5 shows example results for the aluminum target charged to -500 V and voltages

of VRPA = 0, +400, +1000, and +1500 V applied to the RPA. There is a clear increase in the

collected current with increasing voltage on the RPA which is consistent with the expectation that

a positively biased sensor attracts more electrons. Note that the population of electrons from

the target plate is detected at an energy of 500 eV. This occurs because the potential on the

discriminating grid in the RPA was defined relative to chamber ground, rather than to the floating

RPA chassis. The front “grounded” grid in the RPA was floating at the same potential as the RPA

chassis. Therefore, the potential of the sensor has in effect already been subtracted out of these

spectra.
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Figure 5.6: Measured current as a function of plate angle for VRPA = 0 and +2000 V.

An additional experiment was conducted in which the aluminum plate charged to -475 V was

rotated while the RPA was kept in place. This is representative of an on-orbit scenario in which

the target object is tumbling while the sensing craft is maintaining a constant position with respect

to the sun and to the target. Figure 5.6 shows the current as a function of the plate angle. A

plate angle of zero indicates that the plate is facing the RPA. At the peak, the current collected

by the RPA when biased VRPA = +2000 V is 2.8 times greater than the current collected by the

grounded RPA. Interestingly, the peak for the biased RPA is taller but not wider than the peak

for the unbiased case. This indicates that the biased RPA is able to attract electrons which were

already traveling in the vicinity of the RPA, but it does not capture electrons which left the plate

traveling in a different direction.
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5.4 Passive Sensing Using Environmental Plasma

5.4.1 Analysis

The photoelectron current typically dominates the environmental currents and limits surface

charging to small positive voltages. Objects in eclipse are therefore more likely to charge to large

negative potentials. For many cases in which it would be desirable to monitor a target’s potential

(i.e., significant negative charging), the photoelectron current will not be present. Therefore, it is

desirable to passively sense potential by a means other than the photocurrent. Secondary electrons

generated when environmental electron and ion currents interact with the target can be used for

this purpose. This technique is also advantageous because secondaries are generated on all surfaces

of the target spacecraft, so the sensing craft is not required to fly on the sunlit side to observe a

signal.

To investigate the feasibility of passive sensing with natural secondaries, the Nascap-2K

charging simulation software is used to quantify an order of magnitude for the secondary electron

current in a variety of plasma conditions [30]. Though there are numerous different factors which

affect spacecraft charging in GEO (empirical versus Maxwellian plasma distributions, secondary

emission and backscatter models, etc.), the purpose of this research is to obtain an order of mag-

nitude estimate for the total secondary current, so several assumptions are made here. The target

object is assumed to be an aluminum cube 1 m on each side. The photoelectron current is turned

off because the object is assumed to be in eclipse (or the photoelectron current is assumed to be

small enough to allow for negative charging). A Maxwellian plasma distribution is used with a

range of plasma densities and temperatures which are representative of GEO conditions. The con-

ditions were selected to cover the range of minor charging (Case 1, -40 V) to worst-case conditions

(Case 4, -24.8 kV). Table 5.1 shows the electron and ion densities and temperatures for each case,

along with resulting spacecraft potential, secondary electron current induced by incident electrons

(ISEE,e), secondary electron current induced by incident ions (ISEE,i), and total secondary electron

current (ISEE,total). The secondary current produced by incident ions is often neglected in basic
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spacecraft charging models, but the Nascap results show it can be on the same order of magnitude

as that produced by incident electrons, so it should be included. As seen in the last row of the

table, the total secondary electron current emitted from the target is the range of tens to hundreds

of nA.

The total secondary current is emitted from all spacecraft surfaces (assuming no surfaces are

blocked), unlike the photocurrent or beam-induced secondary currents which are only emitted from

irradiated surfaces. Assuming the total secondary current is emitted isotropically into space, the

measured signal depends on the solid angle subtended by the sensing craft. In reality, the electrons

will fly away from the target with some directionality which depends on the target geometry. This

effect is discussed in Chapter 6, but it is sufficient here to make the isotropic assumption to obtain

an order of magnitude estimate for the signal. The secondary electron flux is determined by:

FSEE =
ISEE

4πd2
, (5.1)

where d is the distance away from the target object. Assuming the sensing craft can capture

electrons within a circle of radius r (determined by its own size and how strongly it is biased

positive), the current measured by the sensing craft is:

ISEC = FSEEπr
2 (5.2)

ISEC =
ISEE

4πd2
πr2, (5.3)

Table 5.1: Plasma conditions used to model charging in Nascap-2K and resultant secondary
electron currents

Case 1 Case 2 Case 3 Case 4

ne, cm−3 0.1 0.1 1 1.12
Te, keV 2.5 3 5 12
ni, cm−3 0.1 0.1 1 0.236
Ti, keV 2 3 5 29.5

Spacecraft Potential, eV -40 -1255 -4324 -24810
ISEE,e, nA 76.03 49.93 297.8 84.96
ISEE,i, nA 2.063 4.952 123.5 137.8

ISEE,total, nA 78.093 54.882 421.30 222.76
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Figure 5.7: Expected secondary electron current as a function of separation distance for various
sensing craft sizes.

where ISEC indicates the captured secondary electron current and ISEE is the emitted secondary

current. Figure 5.7 shows the measured secondary current as a function of sensing craft distance

and size assuming the target emits a secondary current of 50 nA. The measured current is on

the order of a few nA, which is sufficiently large to be measured. For example, Figure 5.2 shows

the potential of a target can be sensed for currents less than a nA. The secondary current from

the target is at a very limited energy range, so it should be observable even when measured in a

background plasma. Of course, the range of measurable currents is specific to a given instrument

design. The operating distance, plasma conditions, and overall objectives must be considered when

designing a sensing craft and instrument for a specific mission. However, it is reasonable to conclude

a sensing craft with an appropriately designed instrument could measure the secondary electron

current emitted from a target over realistic sensing distances. Therefore, passive potential sensing

using only environmentally-generated secondaries is determined to be feasible.
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Figure 5.8: Schematic of the broad-spectrum electron gun design and operation.

5.4.2 Design of a Broad-Spectrum Electron Gun

During the investigation of using ambient electrons for passive potential sensing, a review of

the literature made it apparent that there is a not a straightforward and experimentally-tractable

means of producing electrons with a spectrum of energies for laboratory experiments, as conven-

tional electron guns are monoenergetic only. A novel concept for a broad-spectrum electron gun

was conceived and developed to enable laboratory testing using environment-representative par-

ticle fluxes. The design and development of this device is discussed below. The device was used

to demonstrate passive sensing using broad-spectrum fluxes in the laboratory. Results from this

experiment are shown in Section 5.4.4.

Figure 5.8 shows a schematic of the electron gun operation. Ultraviolet light is used to

stimulate photoelectron emission inside a hollow tube, which consists of a series of n individual

stages aligned along the tube axis. The stages are each held at different potentials using a voltage

divider circuit. They are stacked together with thin Delrin insulators in between each stage for

electrical isolation. The circular shape of each ring acts like an Einzel lens to focus the electrons

toward the center of the device and into a beam. Each stage being held at a different potential sets

up an electric field along the length of the device that accelerates the electrons toward the aperture.

The forward most stage is at zero potential, which contains the electric fields within the device. The
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Figure 5.9: Picture of the broad-spectrum electron gun.

rearward most stage has a grid placed over the aperture which allows the UV light to shine in but

also contains the electric fields. Each electron is generated on a plate at a given negative voltage,

then accelerated toward the front of the device which is grounded. Therefore, the final energy of

each electron is equal to the (negative) voltage of the plate on which it was generated. This design

enables the device to emit an electron beam with a total number of energies equal to the number of

stages. In the current design, 54 stages are used which yields a near-continuous approximation of

a spectrum. Figure 5.9 shows a picture of the current design of the broad-spectrum electron. The

aperture is at the lower left of the image and the mount for the VUV light is located at top right.

Figure 5.10 shows several example spectra from the broad-spectrum electron gun compared

to data from the Los Alamos National Lab geosynchronous satellites recorded over more than a

full solar cycle [110]. The solid lines on the plot indicate different output settings for the broad-

spectrum electron gun (the maximum output energy is easily adjustable) creating spectra with
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Figure 5.10: Example output spectra for maximum energies of 2, 3, 5 and 8 keV compared to
on-orbit data from the LANL-MPA detectors at GEO.

maximum energies of 2, 3, 5, and 8 keV. The existing design is limited to a maximum energy of

around 9 keV because the wires and resistors experience arcing at this voltage. The output fluxes

are about two orders of magnitude higher than those experience in space. Work is ongoing to

allow for tunability of the output fluxes to match a desired spectrum, either through decreasing the

intensity of the VUV light or applying a coating to the aluminum stages to reduce photoemission.

5.4.3 Broad-Spectrum Electron Gun Beam Map

One shortcoming of the current design which only uses a single light source is that there

is an uneven distribution of VUV light falling on the interior of the device. This causes more or

fewer electrons to be generated at a given energy depending on the amount of light which falls

on a given stage. Figure 5.11 shows an example differential flux spectrum for when the maximum

voltage applied to the gun is 950 V. Due to the alignment between the VUV light source and the

gun, most of the light falls on the rear stages, which is why there is a peak at 900 eV. The fluxes

are lower in the 300-600 eV range, then there is a peak again at approximately 100 eV. This peak

is caused by higher energy electrons from the rear stages impacting the front stages generating
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Figure 5.11: Beam map spectrum for a maximum energy of 950 eV and the RPA located directly
beneath the gun.

secondary electrons from these stages.

A beam map was collected to determine the spatial flux and current distribution output from

the gun. The RPA was mounted vertically on the motion system and the broad-spectrum gun

was mounted above it. The RPA was swept across the beam and a spectrum like that shown in

Figure 5.11 was collected at each position. Figure 5.12 shows a 1D beam map taken when the

electron gun was set to output a maximum energy of 500 eV. Figure 5.13 shows a beam map for a

maximum output energy of 950 eV. Overall, both plots show a beam spot size on the order of 2-3

cm though there is some energy-dependent focusing and spreading. Several interesting features are

visible in the data. First, hot spots are present in both plots at approximately 90% of the maximum

energy. The peak in the 500 eV spectrum is larger than that in the 950 eV. Medium energy electrons

are deflected by 1-2 cm and so distributions are not centered about the zero position. Again, this

is a consequence of only using a single light source which is directed at one side of the electron gun.

This causes electrons to be emitted from the gun at an angle which depends on the electron energy.
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Figure 5.12: 1D beam map of the broad-spectrum electron gun when a maximum energy of 500 eV
is output.
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Figure 5.13: 1D beam map of the broad-spectrum electron gun when a maximum energy of 950 eV
is output.
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5.4.4 Experiments Using the Broad-Spectrum Electron Gun

To demonstrate the use of broad-spectrum electron fluxes for passive sensing, an experiment

was conducted in which an aluminum plate was irradiated with the broad-spectrum electron gun.

Figure 5.14 shows a picture of the experiment setup. The broad-spectrum source is located at left,

the target plate is in the center, and the RPA is visible in the lower right. The experiment was

configured such a way that the monoenergetic beam could also be turned on to irradiate the plate.

A phosphor screen was mounted on the linear translation stage so that the locations and spot sizes

of the electron beams could be checked. During data collection itself, the phosphor screen was

translated out of the way. First, only the broad-spectrum gun was used to irradiate the plate and

a spectrum was collected with the RPA. The plate was charged to -500 V and the broad-spectrum

source was set to output a maximum energy of -1000 eV. Next, both the monoenergetic gun and

the broad-spectrum source were used, with the monoenergetic gun set to emit a 3 keV beam at 10

µA. For comparison, the broad-spectrum source was turned off and only the monoenergetic source

was used. Spectra for all three cases are shown in Figure 5.15.

Several interesting features are visible in the data. First, the plate potential is sensed accu-

rately even when only the broad-spectrum gun is used. This clearly demonstrates how environmen-

tal plasma currents stimulate secondary electrons which can be used for sensing. Due to the large

size of the broad-spectrum source and the limited diameter of the chamber, the broad-spectrum

gun had to be placed very close to the plate (separated by approximately 2 cm). The electrons

emitted from the broad-spectrum source were therefore only incident on the far left side of the plate.

Because the RPA was located toward the right side of the chamber (as viewed in Figure 5.14), fewer

secondaries generated from the broad-spectrum source make it to the RPA. Therefore, the current

measured by the RPA when only the broad-spectrum source was operating is on the order of 0.5

nA. The potential of the plate is accurately measured, however, despite the relatively small signal.

In contrast, the RPA measured a larger secondary electron current when only the monoenergetic

beam was used. This is because the monoenergetic gun output a larger beam current than the
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broad-spectrum beam, and the monoenergetic beam impacted the plate nearer the center where

the secondaries were more likely to make it to the RPA. These results are specific to the experi-

mental setup and gun settings. The signal from the broad-spectrum source would be substantially

larger if the configuration allowed for the primary electrons to hit closer to the center of the plate.

In all three cases, the sensed plate potential is slightly less than the actual plate potential, which is

most likely a result of the electrons entering the RPA at an angle relative to the instrument axis.

The results shown here demonstrate that broad-spectrum fluxes can be used to passively sense the

potential of a target. Additionally, it shows that sensing with an electron beam in an environment

Figure 5.14: Setup for passive sensing experiment with the broad-spectrum electron gun. The
broad-spectrum source is on the left, the target plate is at center, and the RPA is visible in the
lower right.
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with thermal plasma actually increases the secondary electron current which can be measured.

Environmental currents impact the sensing process in two ways. First, they interact with

the target object and generate secondary electrons which can be used for sensing, as shown in Fig-

ure 5.15. Second, they add a background signal to the electron spectrum collected by the sensing

craft. To demonstrate the target potential can be sensed even in the presence of background cur-

rents, the magnitudes of a background current and the signal current are compared in Figure 5.16.

The red points in the figure are a spectrum taken when the broad-spectrum source was pointed

directly at the RPA. As seen, there is a continuous spectrum of electrons from 0 to 1500 eV. The

yellow points are from a test when an Inconel plate charged to -1000 V was irradiated with the

VUV source and the subsequent photoelectrons were measured with the RPA. The blue points in

the left panel show the photoelectron signal (yellow points) superimposed on the environmental

background current (red points). This curve is differentiated to determine the electron energy dis-

tribution, which is shown in the right panel of the figure. The electron energy distribution is fitted

with a two-term Gaussian, the peak of which clearly identifies the target plate potential. In this

case, fitting with a single Gaussian does not accurately capture the electron population at -1000
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Figure 5.15: Comparison of spectra collected with the broad-spectrum electron source only, the
monoenergetic source only, and both sources simultaneously.
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Figure 5.16: Example of target potential sensing in a broad-spectrum background. (Left) Compar-
ison of photoelectron signal from an Inconel plate charged to -1000 V, broad-spectrum background,
and photoelectron signal superimposed on the broad-spectrum background, and (right) electron
energy distribution for the photoelectron signal superimposed on the broad-spectrum background.

eV, whereas the two-term Gaussian fit enables the target potential to be estimated accurately,

despite the presence of the background fluxes. Even in the presence of ambient plasma currents,

the potential of the target plate is accurately determined to within 2.6% error. This fact is further

underscored by the fact that the output fluxes from the broad-spectrum source are significantly

larger than the fluxes observed on-orbit, as previously discussed.

5.4.5 Other Applications for a Broad-Spectrum Electron Gun

This broad-spectrum electron experimental capability is not only important for demonstrat-

ing passive potential sensing, but also for a wide range of modern space environment topics including

material degradation, spacecraft surface charging, and instrument calibration. In light of the ex-

pected broader impact of the broad-spectrum source, several key applications for the device are

briefly discussed below.

Materials on the exterior of spacecraft are directly exposed to the space radiation environ-

ment. Long-term exposure to the energetic electrons in the space environment can cause degrada-

tion in the optical, structural, and electrical properties of surface materials. It is critically important

that we understand the interactions between the environment and spacecraft to ensure the safe,
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long-term operation of assets on-orbit. To this end, laboratory tests are frequently conducted in

which materials are exposed to energetic electron beams to study on-orbit degradation. How-

ever, most charging and material degradation experiments conducted to date have either utilized

a single, monoenergetic electron beam or a series of monoenergetic electron beams to simulate the

full electron energy spectrum of space (e.g. [111, 39, 52, 108]). This approach requires simplify-

ing assumptions about the electron radiation dose which are not representative of the actual space

environment. Numerous studies show that the material degradation and charging/discharging char-

acteristics depend on the energy of the incident electrons [78, 113, 45]. Furthermore, it has been

established that exposing a material to a combination of two or three beams with different ener-

gies produces different charging/discharging behavior than exposing it to a single, monoenergetic

beam [7, 120]. Another study shows that materials exposed to low energy (< 1 keV) electrons,

which are commonly neglected in orbital flux and energy deposition models, exhibit changes that

are a significant fraction of changes induced by orbital or higher energy exposures [28]. Currently,

the best practice for recreating on-orbit damage in the laboratory is to expose test samples to a se-

quence of monoenergetic electron beams which approximate the dose-depth curve on-orbit [27, 67].

However, this process requires tests at numerous energies to approximate the on-orbit environ-

ment, which is expensive both in terms of time and cost. Another method to create a spectral

electron environment involves passing energetic electrons through scattering foils of different thick-

nesses [2]. This method, which requires high-power accelerators, is experimentally complex and

is not widely used [33]. Instead, monoenergetic beams or a sequence of monoenergetic beams are

generally used. Therefore, it is questionable how well many laboratory tests represent what ac-

tually occurs on on-orbit, and it is highly desirable to be able to expose spacecraft materials and

components to a broad-spectrum of electron energies in the laboratory. Clearly, the ability to pro-

duce orbital representative spectral electron environments in the laboratory is a critical need, not

only for demonstrating the touchless sensing concept, but also for a wide range of experiments on

spacecraft-plasma interactions. The broad-spectrum electron gun presented herein is a cost-effective

and experimentally-tractable solution to meet this need.
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5.4.6 Possible Improvements to the Broad-Spectrum Electron Gun

Work is ongoing to extend the maximum output energy of the device to the 30 keV and

eventually to the 100 keV range, allowing for simulation of the space electron environment over

five orders of magnitude in energy. Several other improvements are possible for future iterations

of the broad-spectrum electron gun. First, the current version uses only a single ultraviolet light

to stimulate photoemission on each stage within the device. This design produces a spectrum with

a fixed shape (determined by how much light falls on each stage). By implementing numerous,

smaller, dimmable ultraviolet sources along the length of the tube, future iterations will allow

for arbitrary adjustment of the amount of light on each stage, which in turn allows for arbitrary

adjustment of the output spectral shape. Figure 5.17 shows a schematic of this design. Additionally,

the fixed resistors in between each stage could be replaced with digital potentiometers to allow users

to adjust the width of each energy bin in the spectrum. Full feedback control of the spectrum could

be achieved by using an energy analyzer at the output and then adjusting the intensity of each

light or the potential gradient along the device to output a desired spectrum. Additionally, the

acetal plastic insulators currently being used in between each stage will be replaced with ruby or

sapphire spheres to prevent buildup of charge in the insulator stages. Finally, the design can be

miniaturized and welded to a flange so it can be mounted on the exterior of a vacuum chamber.

An ideal broad-spectrum source would not have any energy-dependent spreading or focusing,

which is present in the current design, as shown in Figures 5.12 and 5.13. Future work should

consider optimizing the radius to length ratio to minimize energy-dependent structure in the beam

spot. Stacking several broad-spectrum guns into an array may allow for a large beam spot size to

be created and may help minimize the effects of energy-dependent spreading.

5.5 Results & Summary of Research Goal 4

Passive sensing of the unforced potential of a target has been considered. Passive sensing can

be conducted using either photoelectrons emitted from a target in sunlight or secondary electrons
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Figure 5.17: Future broad-spectrum electron gun design with multiple VUV light sources for full
spectrum tunability.

generated by plasma currents interacting with a target. In sunlight, the photoelectron current

typically dominates the other currents, so spacecraft most often charge slightly positive. Passive

sensing is still possible in this case, though the sensing craft must be biased largely positive to

extract some electrons from the potential well around the target. The photocurrent is reduced

for targets which are highly reflective or are significantly self-shadowed which allows for negative

charging. In these cases, photoelectrons are accelerated away from the target and can be measured

by the sensing craft. Experiments have been conducted to demonstrate touchless sensing using

photoelectrons. Additional experiments show that biasing the sensor craft positively increases the

photoelectron current captured by the sensor.

Next, Nascap simulations are used to show that the natural secondary electron current emit-

ted from a target is sufficient for sensing. This method is advantageous as it allows target potentials

to be monitored in eclipse or when solar illumination angles are not favorable.

Particle fluxes in space are distributed across a wide range of energies, but most experiments

use monoenergetic beams due to the lack of a tractable method for generating broad-spectrum

fluxes in the laboratory. Both for the present research and numerous other topics in the field of

spacecraft charging, there is a clear need for a broad-spectrum electron source. A novel technique
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has been devised for generating a broad-spectrum electron beam and an advanced prototype has

been built and characterized. This source has been used to demonstrate passive sensing using

secondaries from ambient particle fluxes. In addition, the source is used to show that the electron

population from a target can be identified even in the presence of background electron fluxes.

The results presented in this chapter show that the electron method can be used to passively

sense the potential of a target. This means that touchless sensing can be used in a wide range

of applications for which the natural potential of a target is to be measured. Additionally, the

broad-spectrum electron gun is a major contribution to the field of spacecraft charging which will

produce important results beyond this dissertation.



Chapter 6

Sensing of Spacecraft Shape Primitives and Differential Charging

6.1 Motivation & Background

Thus far, only target objects that are flat plates or spherical objects have been considered, as

these simplified models have allowed for useful insight into the problem to be obtained. However,

electrons emitted from a spacecraft are guided by the electric field, which is determined by the

geometry and charge distribution of that spacecraft. Therefore, the shape and charge distribution

of the target object plays an important role in the sensing process. The objective of this research

goal is to extend the electron-based touchless potential sensing results to increasingly complex

scenarios, specifically spacecraft with non-trivial shapes and heterogeneous potentials.

To understand the electric field near a charged object, consider the fields both at the surface

and very far away from the surface. At the interface between a charged conductor at equilibrium

(i.e., a conducting spacecraft surface) and free space, Faraday’s Law and Gauss’s Law can be used

to determine the electric field. Figure 6.1 shows a boundary between a conductor and free space

with example geometry relevant to application of these laws. For a system in equilibrium (with a

static magnetic field), Faraday’s Law states:∮
C
E · dl = 0, (6.1)

where E is the electric field and dl is a differential line element of a closed circuit. Applying

Equation 6.1 to the loop abcda shown in Figure 6.1:∮
abcda

E · dl = 0. (6.2)
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Figure 6.1: Boundary between a conductor and free space. Adapted from Reference [24].

Letting ∆h go to zero, and noting that the electric field inside a conductor is always zero, the

following is obtained:

Et∆w = 0. (6.3)

Thus, the component, Et, of the electric field tangential to the surface of a conductor in equilibrium

is always zero. Similarly, applying Gauss’s Law to the Gaussian pillbox illustrated in Figure 6.1

gives: ∮
S
E · ds =

Q

ε0
= En∆S =

ρS∆S

ε0
, (6.4)

where S is any closed surface, Q is the enclosed charge, ρS is the surface charge density on the

conductor, and ε0 is the permittivity of free space. Therefore, the boundary conditions on the

surface of a conductor are:

Et = 0 (6.5)

En =
ρS
ε0
. (6.6)

In other words, the electric field at the surface of a conductor in equilibrium must be entirely

normal to the surface.

Simultaneously, it is known that the electric field from any given object tends toward that

of a point charge at a sufficiently large distance. Thus, the electric field very close to the target

spacecraft is everywhere normal to the spacecraft surfaces while the field at very far distances

can be approximated by that of a point charge. At medium distances, the electric field is not
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easily determined. Analytical expressions exist for fields around some objects, such as rings, disks,

or planes; however, these expressions require assumptions that prevent them from being widely

applicable. Complex shapes such as spacecraft require the use of numerical methods to determine

the electric field at medium distances. The development and implementation of a numerical program

for this purpose is discussed in the following section.

6.2 Extension of Simulation Framework for Arbitrary Geometries

The simulation framework introduced in Chapter 2 has been limited thus far to modeling

electron trajectories around spheres. Here, the framework is extended so trajectories around any

arbitrarily-shaped object can be modeled.

First, the geometry of the model object is either imported as an .stl file or defined in

the MATLAB program. Delaunay triangulation is used to discretize the object into triangular

elements [90]. Next, the Method of Moments (MoM) is used to compute the elastance matrix for

the system, S [62]. MoM is based on the following equation for voltage:

V (r) =

∫
dq′

4πε0|r − r′|
, (6.7)

where dq′ is a differential charge element located at point r′ and V is the voltage due to that

element observed at point r. For a charged object discretized into N finite areas, the voltage is

found by summing the integral over each area Ai that has a surface charge density σi:

V (r) =
1

4πε0

N∑
i=1

∫
Ai

dA′

|r − r′i|
σi. (6.8)

The voltage at the center of each discrete element is found by arranging Equation 6.8 into matrix

form: 

V1

V2

...

VN


=

1

4πε0



∫
A1

dA′

A1|r1−r′| . . .
∫
AN

dA′

AN |r1−r′|∫
A1

dA′

A1|r2−r′| . . .
∫
AN

dA′

AN |r2−r′|
...

. . .
...∫

A1

dA′

A1|rN−r′| . . .
∫
AN

dA′

AN |rN−r′|





Q1

Q2

...

QN


. (6.9)
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The N × N matrix is the elastance matrix, S, which has units of F−1. Given the Delaunay

triangulation of the model, the elastance matrix is computed in the triangular basis using a routine

developed by Hughes and Schaub [66]. Once the elastance matrix has been computed, voltages are

assigned for each triangle element. In most cases, the entire object is assumed to be conducting,

so all elements have the same voltage. For the case of differential charging, the triangle elements

representing one spacecraft component (for example, a panel) all have the same voltage and all

the elements representing a different component (for example, the spacecraft bus) have a different

voltage (assuming the spacecraft is made of conducting elements). Given the elastance matrix and

the voltages, the charge on each triangle element can then be computed:

Q = S−1V , (6.10)

where Q is an N × 1 vector which contains the total charge on each triangle element in C and V

is the N × 1 vector describing the voltage on each element in V.

Now, given the location and charge of each triangle, the electric field can be determined by

summing the contribution of the integral over each triangle:

E(r) =
1

4πε0

N∑
i=1

∫
Ai

σi(r − r′i)

|r − r′i|3
dA′. (6.11)

This step is also computed numerically using an algorithm from Reference [66]. Note that this ap-

proach requires integrating over each triangular element, then summing all of the integrals together

to find the electric field at a given point.

The MoM formulation provides a high-fidelity model but is relatively slow because it requires

a computationally expensive integral for each triangular element. However, at a sufficiently large

distance away, the difference between the electric field from the triangle and the electric field from

a representative point charge in the same place is negligible. The electric field of a point charge

has a simple analytical form, so the expensive numerical integrals can be avoided. Therefore,

a hybrid method is developed in which the full MoM integral is used for the contribution from

nearby elements, whereas the point charge approximation is used to determine the contribution
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from far away elements. The next section addresses the question: how far is sufficiently far for the

point charge approximation to be applied? Note that the point charge approximation is based on

the Multi-Sphere Method (MSM), in which a spacecraft is modeled as a collection of finite-radius

spheres [104, 105]. The primary difference between MSM and the point-charge approximation

is that MSM uses spheres with non-zero radius, so it can accurately model the capacitance of a

spacecraft. In the present case, there is no need to consider capacitance, thus the point-charge

model is sufficient. The point-charge approach is faster than heterogeneous MSM approaches [66]

because it does not require additional calculations to determine the appropriate size of each sphere.

Figure 6.2 shows a model spacecraft represented as MoM triangular elements, a collection of

point-charges, and as a hybrid of triangles and points. For the hybrid example, the point (X,Y,Z) =

(0.5, 0, 0.5) m is taken as an example measurement point. The elements in the immediate vicinity

of the measurement point are modeled as triangles, whereas elements beyond a threshold distance

are modeled as point charges.

The distance from a given triangle where the point charge approximation is sufficiently accu-

rate depends on the charge and size of the triangle. To determine this distance, a single triangular

element is considered. The triangle voltage is varied from -100 V to -15 kV and the size of the tri-

angle is varied from 0.005 to 0.5 m. The electric field at 10000 points near the triangle is computed

at every voltage and size using both the full MoM and the point charge. Then, the distance is found

such that each component of the MoM electric field and point charge field match to < 0.1 V m−1.

Percent difference is not well defined because both fields are converging to zero as a function of

increasing distance, so absolute difference is used instead. A threshold error of 0.1 V m−1 is selected

because, in most cases of interest, the target object is charged to several hundred volts. Assume,

for example, there is a potential difference of 500 V between two craft with a separation distance

of 10 m. This gives an electric field between the objects of 50 V m−1. Thus, a difference in electric

field of 0.1 V m−1 represents an error of 0.2%. For larger voltages or smaller separation distances,

the error decreases.

Figure 6.3 shows an example of the differences between the MoM and point charge at 10000
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(a) Method of Moments model.
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(b) Point charge model.
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(c) Hybrid MoM-point charge model.

Figure 6.2: Various electrostatic models of a spacecraft.

points around a 1 cm triangular element at -1000 V. The electric field of the triangle and the

representative point charge match to within 0.1 V m−1 at a distance of 0.1363 m away (denoted by

the black lines). This same process is repeated for the other triangle sizes and charge densities to

determine the error threshold distance as a function of both the triangle element size and charge.

A 2-dimensional polynomial with the following form is fit to these data points:

d = p00 + p01L+ p10Q+ p20L
2 + p11LQ+ p02Q

2, (6.12)

where d is the error threshold distance, Q is the charge on the triangle, L is the length of one
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Figure 6.3: Difference between MoM and point charge electric fields for 10000 points around a
triangular element.

side of the triangle, and pxx are fitting parameters. Figure 6.4 shows the data points and the

fit function, which has an R-squared value of 0.9941. In all simulations presented in this work,

MoM is used to find the contribution to the total electric field from triangles less than a distance

d away, and all triangles more than a distance d away are approximated as point charges. This

hybrid MoM-point charge method provides a computationally-efficient simulation framework with

the near-surface accuracy of MOM and sufficient speed to simulate large numbers of electrons.

Table 6.1: Fitting Parameters for Equation 6.12

p00 p01 p10 p20 p11 p02

0.08025 6.049 -43.58 -4.2 -20.66 -336.8
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Figure 6.4: Threshold distance at which the point charge approximation of a triangular element
matches the MOM electric field from that element to within 0.1 V m−1.

6.3 Spacecraft Shape Primitives

6.3.1 Experiment and Simulation Comparison

Experiments are conducted to measure currents around non-trivially shaped objects, and

the experimental results are directly compared to numerical results, which serves to validate the

simulations. Once agreement has been demonstrated between experiments and simulations, the

simulations can then be used to investigate target objects which are not possible to test in the

vacuum chamber (for example, larger spacecraft models at higher voltages).

A corner bracket is selected as a test shape because it contains several features which are

relevant to spacecraft shapes. It has an exterior corner, which is similar to a box-shaped spacecraft

bus. It contains an interior corner similar to a joint between a solar panel and a bus. Finally, edge

effects, similar to looking at a solar panel edge-on, are also captured. An aluminum 90◦ corner

bracket 30.48 cm tall with sides 7.62 cm long was used as a target. As received, the bracket was

very shiny and the aluminum had ink printed on it in several places. Photoemission is small for

highly reflective surfaces and also depends strongly on the presence of contaminants on the surface.
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Figure 6.5: Aluminum bracket in the vacuum chamber illuminated by the VUV light. The circular
outline of the VUV light is faintly visible on the bracket.

Therefore, the bracket was manually sanded with sandpaper then cleaned with isopropyl alcohol

prior to being installed in the chamber. The bracket was mounted on the rotary stage in the vacuum

chamber, but electrically isolated from the stage. The bracket was held at -500 V and was exposed

to VUV light to stimulate photoemission. Figure 6.5 shows the bracket in the vacuum chamber.

The circle of VUV light is visible on the center of the bracket. The RPA, located 30 cm from the

target, was used to measure the electron current as the bracket was rotated. Vacuum chamber

pressures during the experiment were on the order of 1 µTorr.

Figure 6.6 shows the MoM model of the bracket which contains 864 triangular elements. The

location of the RPA relative to the bracket is denoted by the black box. The charge on the bracket

distributes such that the greatest charge is along the edges and at sharp corners. To simulate the

emission of electrons from the bracket, particles are given initial conditions along the sides of the

bracket in the Z = 0 plane. 800 total particles are simulated, with 200 along each of the four sides.

Figure 6.7 shows the particle trajectories in the Z = 0 plane. The particles are generated with

equal spacing along each edge, so the relative density of the particle trajectories (black lines) is



100

0

0.1

X [m]

-0.15

-0.1

0 0.2

-0.05

Y [m]

0

0.04

Z
 [

m
]

0.05

0.1

0.15

-500

-450

-400

-350

-300

-250

-200

-150

-100

-50

S
u
rf

ac
e 

C
h
ar

g
e 

D
en

si
ty

 (
n
C

/m
2
)

Figure 6.6: MoM model of corner bracket. The black outline indicates the size and relative position
of the RPA in the experiment.

representative of what current would be measured by a sensor in a given location. A simulated

sensor with the same dimensions as the RPA is swept around the bracket and the number of

particles which enter the detector are counted at each angle step. In the experiment, the current

is directly measured in nA, however, the simulated signal is in number of particles captured. To

allow for direct comparison between simulated and experimentally measured signal, the simulated

signal is scaled using a least-squares approach so both signals can be compared in nA. Comparison

between the simulated and experimentally measured signal is shown in Figure 6.8. The zero angle

is defined by the dashed line and arrow in Figure 6.7 .

It is clear that no particles are emitted in the edge-on directions (at angles of 0 and 90◦). The

electric field very close to the bracket surface is everywhere normal to the bracket, so the electric

field near the edges changes very quickly from one side of the bracket to the other. Thus, a very

small region in initial location maps to large differences in final location which causes the spreading
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Figure 6.7: Simulation of electrons emitted from bracket. The dashed line and arrow at the bottom
of the figure define the angle referred to in Figure 6.8.
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Figure 6.8: Comparison of experimentally-measured and simulated signal emitted from rotating
bracket.

and decrease in signal. The interior corner acts as a lens which focuses the particles generated on
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those faces into two beams directed at an angle near 45◦. There is a double-peak structure present

as the trajectories of particles from the interior faces cross and diverge. The double peak structure

is captured well by both the simulation and experiment results. At 180 and 270◦, there is a signal

increase due to particles emitted from the flat, exterior sides of the bracket. There is a difference

of approximately 26% in signal magnitude between the experimentally-measured peaks at these

locations. Ideally, both sides of the bracket are identical, so the peaks should also be identical.

The VUV light has an output stability better than 1%, so any significant changes in the source can

be ruled out. One likely explanation for the discrepancy is differences in the surface condition of

each side. The bracket was sanded manually, and it is known that variations in surface roughness

or the presence of contaminants cause variations in the photoelectron yield [43]. Repetition of

the experiment using more precise surface preparation and characterization methods may result in

improved agreement between the simulation and experiment in the regions around 180 and 270◦.

The objective of this experiment, however, is to demonstrate that the numerical models capture

the physics of electron emission from charged, spacecraft-representative shapes. The simulation

and experiment agree sufficiently well for the simulations to be considered validated.

6.3.2 Spacecraft Models

The numerical simulations are now used to consider electron emission from a variety of

representative spacecraft models. Only the planar case is considered here, so all electrons are

generated in the Z = 0 plane. This assumption allows for analytical understanding of the effect of

spacecraft geometry to be obtained, which can then be extended to 3D. Similarly, initial energy and

angle distributions of secondaries and photoelectrons are neglected here (particles are generated on

the surfaces with zero initial energy), as this allows the effects of the spacecraft geometry to be

investigated more clearly. First, a spacecraft consisting of a box with two identical solar panels is

modeled. The entire spacecraft is assumed to be electrically conducting, in accordance with satellite

design recommendations [92, 48]. Figure 6.9 shows an MoM model of the box-and-panel spacecraft

along with electron trajectories emitted from every surface. Again, particles are generated with
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(a) Spacecraft model.
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(b) Trajectories of electrons emitted from spacecraft.

Figure 6.9: Box spacecraft with two solar panels.

equal spacing, so the density of trajectories in a given area is representative of signal strength.

Several key trends are visible in Figure 6.9b. Flat surfaces, such as the sides of the box or

the solar panels, produce electron signals which should be sufficiently large to measure. Interior

corners serve to focus the electron signal, whereas zero signal is observed when viewing a panel

edge on. In this case, the spreading effect which is expected at the corners of the box is dominated

by the focusing effect from the box-panel joint. Figure 6.10 shows the trajectories for particles

emitted by a cylindrical spacecraft with two solar panels. The resulting pattern is very similar to

the box, except that there is a spreading effect around the Y = 0 axis. The curved surface of the

cylinder causes the particles to diverge more in this region compared to the flat surface of the box.

Next, a parabolic dish is modeled, as shown in Figure 6.11. The geometry of the dish focuses the

particles generated on the concave side into a beam, whereas those on the convex side are spread

out over a wide area. Depending on the absolute signal magnitude (the lines in Figure 6.11b only

indicate regions relative signal increase), as well as the capabilities of a given sensing craft, either

of these cases may be advantageous. If a sensor is capable of measuring the signal emitted from

the convex side of the dish, the signal is available for a much larger region. Thus, the potential

of the dish could be measured for a longer period of time if the dish was tumbling in space. On
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(a) Spacecraft model.
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(b) Trajectories of electrons emitted from spacecraft.

Figure 6.10: Cylindrical spacecraft with two solar panels.
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(a) Parabolic dish model.
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(b) Trajectories of electrons emitted from parabolic
dish.

Figure 6.11: Parabolic dish antenna.

the other hand, the signal emitted from the concave side is larger, which would produce a larger

signal-to-noise ratio and perhaps a higher confidence measurement of the potential. However, this

signal would only be available during limited windows of time in a situation with relative motion

between the sensor and target.

Finally, a box spacecraft with an antenna dish is modeled, as shown in Figure 6.12. The
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(a) Spacecraft model.
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(b) Trajectories of electrons emitted from spacecraft.

Figure 6.12: Box spacecraft with a parabolic dish antenna.

highest signal regions come from the interior corners where the box and dish are joined, as well as

the concave surface of the dish. The lowest signal magnitudes are emitted from the corners of the

box and from the edges of the dish.

The following insights are obtained:

(1) There always exists some point on the target spacecraft for which electrons map back to

the servicing spacecraft. However, this area may be very small and the resultant signal

may be very difficult to measure. A trade-off exists between the capability of a detector

and the regions over which measurement of target potential is possible.

(2) Regions of low signal include convex surfaces such as exterior corners and edges. The

sharper the corner or edge, the greater the spreading effect of the electron signal emitted

from that location. For example, a very small signal is obtained by looking at a panel edge

on. The signal from a curved surface (such as a cylinder) is greater than that from a hard

corner (such as that of a box).

(3) Concave surfaces such as interior corners focus particles from different surfaces into the

same direction in space. This produces large signals, but over limited spatial regions.
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6.4 Differential Charging

Spacecraft design best practices recommend all exterior surface be connected to a common

ground to prevent differential charging which can result in hazardous arcing [48, 92]. Despite this

recommendation, numerous spacecraft are known to become differentially charged and experience

arcing (e.g. [40]). This presents an interesting case for touchless sensing because there is not just

one target potential to be measured, and the electric fields from differentially-charged spacecraft

components may guide the electrons in unexpected directions. To investigate touchless sensing of

differentially-charged spacecraft, two side-by-side plates at different potentials are considered.

Figure 6.13 shows results from a simulation for particles emitted from two differentially

charged plates. The plate on the left is charged to -1000 V and the plate on the right is charged

to -500 V. Particles emitted from the left plate (thus having energies of 1000 eV) are plotted in

blue, and those from the right plate (with energies of 500 eV) are plotted in red. Several interesting

features are visible in the simulation results. First, the charge density on the inner side of the right-

hand plate is positive, even though the plate is held at a negative potential. The close proximity

to the -1000 V plate forces the negative charges to the outside edge, creating a positive charge

distribution on the inside edge. The charge distribution of the -1000 V plate is not significantly

affected by the presence of the -500 V plate on the right. Similarly, the higher energy population of

electrons emitted from the left plate (blue lines) is not affected by the electric field from the right

plate. Conversely, the electrons emitted from the right plate (red lines) are steered significantly in

the +Y direction. In fact, particles generated very close to the inner edge of the -500 V plate are

unable to overcome the potential barrier imposed by the -1000 V plate and do not escape at all. For

a sensor located at a -Y coordinate, only the potential of the left plate would be sensed because no

electrons from the right plate travel in the -Y direction. For a sensor located at a +Y coordinate,

both the 1000 eV and 500 eV populations could be observed, so the potentials of both plates can be

sensed. A sensor sweeping around these two targets would be able to determine which potential is

on which plate. To confirm this hypothesis, an experiment was conducted in which two aluminum
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Figure 6.13: Simulation of electrons emitted from differentially-charged plates. Blue lines indicate
particles originating from the left plate, whereas red lines indicate particles originating from the
right plate.

(a) View of target plates. (b) Top view of experimental setup.

Figure 6.14: Experiment apparatus to test sensing of differentially-charged targets

plates were placed side-by-side in the vacuum chamber and charged to different potentials. The

plates were then illuminated with the VUV light to stimulate photoemission. The plates were kept

in place with the RPA mounted on a rotating arm and swept around the target. Figure 6.14 shows

a picture of the experimental setup. The RPA angle α is defined relative to the +X axis as given
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Figure 6.15: Spectra of electrons emitted from differentially charged plates taken with the RPA
located at an angle of 30◦.
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Figure 6.16: Spectra of electrons emitted from differentially charged plates taken with the RPA
located at an angle of 50◦.

in Figure 6.14b. Figure 6.15 shows a spectra taken by the RPA when it was located at an angle of

30◦. At this angle, only the 1000 eV population is observed. This is consistent with the simulation

results shown in Figure 6.13 which shows the particles from the -500 V plate being steered in the

+Y direction. Figure 6.16 shows a spectra taken with the RPA at an angle of 50◦. At this location,

both the 500 and 1000 eV populations are observed, indicating that a single spectra can be used

to determine multiple potentials on a target object. At this angle, the 500 eV peak is significantly

larger than the 1000 eV, which is also consistent with the simulations.

The agreement between experimental and numerical results demonstrate that touchless sens-

ing is feasible for differentially-charged target objects. However, the complex electric fields near

such targets affect the spatial locations at which one or both potentials can be measured. Several
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factors should be considered when extending these results to the spacecraft-scale. It is apparent

that the magnitude of voltage difference between two components plays an important role. For

example, the sensing effects of two components charged 50 V different are much less than those of

two components charged 5 kV different. The relative sizes of the differentially-charged components

being sensed are also important. For example, if an entire solar panel is floating at a different

potential from a spacecraft bus, the sensing process is substantially affected. Conversely, if a single

cell on the solar panel is floating at a different potential from the rest of the panel, the effects on

the sensing process may be small.

To illustrate this effect, a simulation is conducted for a differentially-charged box-and-panel

spacecraft model, in which the box is charged to -1000 V and the panel is charged to -600 V.

The MoM model for the differentially-charged craft is shown in Figure 6.17a, and the trajectories

of electrons emitted from the craft are shown in Figure 6.17b. For comparison, the electrostatic

model and trajectories for a spacecraft of the same shape but homogeneously-charged to -1000

V are shown in Figure 6.18. To aid in understanding the trajectories, particles originating on

the box are plotted in red, whereas those originating on the panel are plotted in blue. In the

homogeneous case, the electrons emitted from the right side of the box are significantly deflected

away from the panel. Similarly, those emitted from the panel are also deflected away from the

box. In the differential-charging case, however, the electrons emitted from right side of the more

negatively-charged box are only slightly perturbed by the presence of the panel. As a result, the

population of electrons emitted from the box is visible in a larger spatial region, specifically near

the panel edge, than compared the homogeneous-charging case. Those emitted from the panel

however, are strongly steered away in the positive Y direction due to the electric field of the box.

The electrostatic models show that when the panel is differentially-charged relative to the box, a

positive charge resides on the leftward side of the panel. As a result, electrons originating on the

left side of the panel are unable to escape from the surface. Once again, the relative location of

the sensing craft determines which electron population is measurable. In the differential-charging

case, the 600 eV population from the panel is present only in narrower spatial region than the
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(a) Charge distribution on a differentially-charged
spacecraft.
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(b) Trajectories of electrons emitted from
differentially-charged spacecraft.

Figure 6.17: Differentially-charged spacecraft in which the box is charged to -1000 V and the panel
is charged to -600 V.
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(b) Trajectories of electrons emitted from
homogeneously-charged spacecraft.

Figure 6.18: Homogeneously-charged spacecraft in which the box and panel are both charged to
-1000 V.

homogeneous case. Both electron populations would be measurable in some specific areas.

When an electron beam is used for active sensing, only those surfaces which are hit with the

beam generate electrons, so only the potential on those surfaces are sensed. It would be possible to

sense the potential of one surface at a time by deflecting and focusing the electron beam to hit a
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specific surface. For the passive sensing case, in which sunlight is used to stimulate photoemission,

numerous spacecraft surfaces emit photoelectrons simultaneously, so multiple populations may be

present in the electron spectra.

6.5 Results & Summary of Research Goal 5

A hybrid MoM-point charge method has been developed for efficient and accurate modeling

of electric fields. This approach combines the accuracy of MoM very close to a charged surface

with the speed of MSM at larger distances. The numerical program has been used to model

various spacecraft-representative shapes. Experiments have been conducted in which a bracket

at a large voltage was illuminated with VUV light. The current emitted from the bracket was

measured as a function of rotation angle, and agreement is achieved between experiment and

simulation. Electron emission from model spacecraft has been simulated for various combinations

of boxes, panels, cylinders, and dishes. It is found that concave surfaces and inside corners focus

electrons into a localized spatial region, thus creating a large current. Exterior corners and convex

surfaces spread electrons out over a large spatial region. This results in a smaller signal, but over a

larger area. Either of these cases may be desirable depending on the overall signal magnitude and

capabilities of the detector. Finally, experiments and simulations have been conducted to study

sensing of differentially-charged targets. Simultaneous touchless sensing of two surfaces at different

potentials has been demonstrated.



Chapter 7

Conclusions & Summary

7.1 Research Overview & Contributions

Touchless potential sensing is a technology which is necessary as humankind looks to conduct

increasingly complex missions in GEO, cis-lunar space, and beyond. Numerous missions have

already been proposed which involve multiple spacecraft flying in close proximity or physically

interfacing with each other in harsh charging environments. One of the most advantageous methods

for addressing the debris problem at GEO requires knowledge of the potential of a nearby object for

closed-loop feedback control during electrostatic actuation. Further, upcoming crewed missions to

the Moon must reduce the risk of electrostatic discharge by monitoring and controlling the potentials

of spacecraft and other objects in close proximity. This dissertation examines a promising method

for touchless sensing which works by measuring the energy of an electron population emitted from

the target, and thus, the potential difference between the target and sensor. The work presented

herein provides a solid foundation for understanding the electron sensing method and is one of the

first studies to consider sensing of potential from a nearby spacecraft. Therefore, this dissertation

represents a significant contribution to the fields of spacecraft charging and charged astrodynamics.

First, the prospects and challenges of the electron method have been considered. Numerical

simulations have been used to obtain analytical insight into the nature of the problem, and the

concept has been shown to be feasible for a wide range of realistic parameters. This resulted in a

publication in IEEE Transaction on Plasma Science in 2018 [11].

A space environment simulation chamber has been developed, which has allowed for touchless
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sensing experiments to be conducted, and which will be used for future charging and astrodynamics

experiments . Further, the invention and development of a broad-spectrum electron gun is a notable

contribution to the field of experimental spacecraft-environment interactions research. Numerous

studies have been limited by the lack of a tractable and affordable means to generate a spectral

electron flux environment, and have thus relied on monoenergetic beams which require simplifying

assumptions. This invention has resulted in a patent and generated interest from the spacecraft

charging community. Future work will aim to improve the broad-spectrum electron gun and make

it widely available to the spacecraft charging and materials communities.

Experiments have been conducted to demonstrate touchless sensing in the laboratory over a

wide range of voltages and materials. The experiments have successfully demonstrated the electron

method can be used to accurately sense the potential on a target given existing sensor capabilities.

Options for sensing both the forced and natural potentials using secondaries from an incident

electron beam, photoelectrons from sunlight, and secondaries from the ambient plasma currents

have all been considered. This aspect of the work resulted in a paper published in Space Weather

in 2019 [14].

Finally, the effects of target geometry have been studied. This involved developing the hybrid

Method-of-Moments/point-charge technique for fast and accurate modeling of electric fields and

particle trajectories around spacecraft. This led to interesting insight into how the target geometry

determines the signal observed by the sensing craft as they move relative to each other. Additionally,

it as been shown that the electron method is capable of simultaneously sensing multiple potentials

on a differentially-charged target. A publication presenting this aspect of the project is forthcoming.

These results represent considerable progress in advancing the electron method for touchless

sensing from a mere concept: strong analytical understanding has been developed and touchless

sensing has been demonstrated for realistic scenarios in simulations and experiments.
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7.2 Recommendations for Future Work

Several avenues are identified for future work. First, on the simulation side, future studies

should continue conducting simulations for additional complex-shaped and differentially-charged

targets. Additionally, an important result of Chapter 4 is that the geometry of the target can

deflect the incident beam in active sensing cases. Future simulations should incorporate the incident

beam expansion and deflection to fully simulate the touchless sensing physics. This would provide

valuable insight into the advantages of using a focused beam to sense the potential on one surface at

a time versus expanding the incident beam to stimulate emission from all surfaces simultaneously.

On the experimental side, continued laboratory demonstration with representative space-

craft materials would be beneficial. For example, experiments with an actual solar panel coupon

or engineering model of a cubesat would help advance the touchless sensing concept to a higher

technological readiness level. The ECLIPS vacuum chamber is limited in size, so laboratory demon-

strations to date have been constrained to have separation distances on the order of 20 cm. Access

to a larger chamber would allow for data to be collected as a function of separation distance. It is

possible an experiment could be conducted in parallel during environmental testing for an actual

spacecraft or engineering model. An electron sensor could be installed in the chamber to measure

photoelectrons or secondary electrons emitted from the spacecraft model when exposed to VUV

or electron radiation during day-in-the-life testing. Such experimental results would help raise the

electron method for touchless potential sensing to a high technological readiness level. Recent work

has proposed testing electrostatic actuation in LEO plasma wakes, as this is a more affordable and

accessible environment for flight experiments than GEO, but still provides the necessary plasma

conditions for Coulomb forces to exist [80]. Future work should also consider the possibility of

testing touchless potential sensing in LEO plasma wakes as an on-orbit technology demonstration

which would pave the way to a flight experiment in GEO.
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