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Chapter 1

Introduction

The U.S. Navy is increasingly relying on
commercial cargo vessels to transport supplies
across the world. These cargo ships require
commercial harbors with specialized cranes to
off-load the containers. However, in many mis-
sion scenarios cargo must be delivered to coast
lines which do not posses such commercial off-
loading facilities. During Desert Storm oper-
ations, crane ships were employed to off-load
the cargo from the container ships to smaller
lighter vessels. Here the crane ship was an-
chored off-shore, while the cargo and lighter ves-
sel were moored to it (see Fig. 1.1). However,
it was found that even moderate sea states lev-
els of 1 or 2 could cause dangerous amounts of
payload pendulation. This caused frequent pe-
riod where the cargo transfer process what shut
down until the sea conditions were calmer.

Figure 1.1: Cargo Ship Off-Loading Containers
Onto Lighter Vessels.

Sandia National Laboratories won a contract
to develop a prototype Pendulation Control
System (PCS). The goal was reduce payload
pendulation and simplify the anchored-at-sea
cargo transfer process for the crane crew. A

three-fold strategy was proposed. The existing
crane control system is to be upgraded, and en-
hanced with new sensors, such that:

1. The payload motion is isolated from the
crane ship motion. To accomplish this,
the new ship motion sensors were installed.
The new PCS will automatically compen-
sate for ship motion and keep the ship mo-
tion from causing payload swing.

2. Transient payload swing is to be rejected.
By measuring the payload swing angles,
any payload swing caused by lift-off tran-
sients or crane servo limitations will be re-
duced to zero. This required installing a
new swing sensor on the crane.

3. Operator commanded payload swing is
avoided. The commanded crane speed
(joystick) signals are modified such that
the operator cannot cause payload swing
to occur. This enhancement didn’t require
any new sensing hardware.

After first demonstrating this control con-
cept on an in-house 1/16th scale motion plat-
form and creating a hardware-in-the-loop sim-
ulation of the developed control algorithm, in
October 2002 Sandia National Laboratories in-
stalled their first generation PCS solution onto
the T-ACS 5 vessel (Flickertail State shown in
Fig. 1.2 This installation was then tested and
its performance tested versus the existing crane
control modes (crane with RBTS, crane with-
out RBTS). The PCS showed promising perfor-
mance enhancements and the crew was able to
transfer cargo at higher ship roll angles.

1



2 Rate-Based PCS Study H. Schaub

Figure 1.2: T-ACS 5 Vessel (Flickertail State).

The existing PCS solution is based on a
position-based control strategy. This concept
requires the knowledge of the rotational orien-
tation, the ship translational position, as well as
the crane and payload swing position angles. To
measure the 6 degree-of-freedom ship positions,
the POS/MV 320 system was purchased and
installed. This is a highly accurate ship naviga-
tion system which can stream the current ship
position and orientation across a serial line. To
measure these six states, this system employ-
ees an inertial measurement unit (IMU), a rate
gyro, as well as two GPS receivers. Due to oper-
ational constraints as to where the PCS was to
function, differential GPS modes were not to be
used. The horizontal position errors of this sys-
tem varied between ±1 meters to ±10 meters,
depending on the current accuracy of the GPS
position solutions. The computed ship motion
was very smooth, but these position errors ap-
pear as a random-walk component in the mea-
surement signal. The PCS concept does further
process the ship motion measurement to reduce
the effect of these measurement errors on the
payload motion. However, this effect can never

be canceled completely. Thus, even with a per-
fect crane servo sub-system which can perfectly
implement the commanded crane speeds, this
system will experience some amount of payload
drift due to the ship motion sensor errors.

This report discusses an alternate approach
to measuring the ship motion, and thus pro-
viding an alternate PCS algorithm. Instead of
requiring the knowledge of the absolute ship po-
sition and orientation, this report investigates
if it is possible to only measure ship transla-
tional acceleration and angular rate (IMU and
gyro output) and still provide adequate PCS
performance. The acceleration and rate mea-
surement will also have biases and noise com-
ponents. However, a process will be discussed
how to compensate for these and integrate such
measurements directly into the PCS algorithm.
If no sensor errors are modeled, this new PCS
concept will provide identical performance com-
pared to the existing PCS concept. However,
the IMU sensor is much cheaper than a full inte-
grated navigation system such as the POS/MV.
Thus, even if the ultimate rate-based PCS per-
formance is comparable to the position-based
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PCS solution, a substantial cost savings will be
achieved when installing this systems on other
crane ships.

The report is broken up into two primary sec-
tions. First the ship motion estimation process
is discussed. Here the new methods are com-
pared and contrasted to the existing ship mo-
tion processing solution. Next, the control al-
gorithm changes our outlined. Again the new
methods are compared and contrasted to the
existing PCS solutions. Note that no perfor-
mance evaluations are discussed in this report.
Studying how the PCS performance will change
is the scope of another report.
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Chapter 2

Ship Motion Estimation

2.1 Drifting Ship Frame
Concept

If a truly inertial coordinate frame I is used
to measure the ship motion, then slow drifting
motion about the anchor point will cause the
control to move the payload further and fur-
ther away from the ship. Because the cargo
and lighter vessels are to be attached to the
crane ship, keeping the payload stationary with
respect to an absolute inertial frame is overly
restrictive and will in fact reduce the practi-
cality of the PCS concept. Instead the global
ship motion is mapped into another reference
frame called the I ′ frame. This reference frame
is nominally aligned with the ship surge, sway
and heave axes. As the ships drifts slowly, the
I ′ frame will drift along with it. The short-
period motion of the ship is defined as any ship
motion which has a frequency content about the
0.06-0.10 Hz bandwidth. This is the bandwidth
at which the dominant amount of ship motion
will occur. Further, this is also the bandwidth
region of the natural payload pendulation fre-
quency. Thus, it is important for the Pendula-
tion Control System (PCS) to compensate for
this short period ship motion. However, long
period motion, or secular drift, should not be
compensated for by the PCS. This slow motion
will not be a driving factor in payload pendu-
lation, and the cargo target vessels would be
drifting along with the crane ship.

On the other hand, a long period motion, or
secular drift, will cause only a minimal amount
of payload swing. If the PCS system were to
compensate for this slow drift, then the crane

I

I ′

I ′

Figure 2.1: Illustration of the Slowly-Varying
Inertia-Prime frame I ′.

would soon reach its maximum operational en-
velope. During the Turbo Patriot exercises, the
Grand Canyon State ship was found to drift
ten’s of meters over half an hour. This drift was
typically a slow rotation about the anchor point
as the wind and wave directions were changing.
Thus, this slow motion will not be a driving fac-
tor in payload pendulation. Further, because
the cargo target vessels would be drifting along
with the crane ship, it would not be beneficial
to try to keep the payload at rest with respect
to the absolute inertial frame I.

The ship motion in the I ′ frame will therefore
only show what short-period motion the ship is
performing. Any slower drifts or very high fre-
quency components will be filtered out. Note
that the ship sensor itself will also introduce
some amount of static drift in its translational
position measurement. This drift typically oc-
curs at 0.005 - 0.02 Hz. By mapping the mea-
sured ship motion into the I ′ frame, this artifi-
cial sensor induced drift will be filtered out to
some degree as well.

5
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2.2 Existing Solution:
Filtering the Inertial Ship
Motion

The current PCS solutions uses the POS/MV
320 inertial motion sensor to provide the six
degrees of freedom information of the crane
ship. This section illustrates for comparison
purposes how the ship motion with respect
the I ′ frame is computed. The following
section will illustrate how the I ′ ship motion
is obtained if only accelerometer and rate gyro
information is available.

2.2.1 Coordinate System Layout

The local inertial Earth coordinate frame I is
illustrated in Figure 2.2. This coordinate frame
is oriented with the x axis aligned with the local
north direction, while the y points towards the
local west direction. The heading angle γ is
defined as a clock-wise rotation about the local
vertical axis. Note that the yaw angle ψ is also
defined as a rotation about the local vertical
axis, but with the opposite sign.

N

x

y

γ

ρ(x, y)

ψ

I

Figure 2.2: Illustration of the Local Earth Coor-
dinate Frame

Let the vector ρ(x, y) be the position vector
of the ship relative to the I frame origin. The
vector components are taken in the I frame.

Figure 2.3 shows the “moving inertia frame”
I ′ relative to the local inertia frame I. The an-
gle γ̂ is the heading angle of the I ′ frame, while
ρ̂ is the position vector of the I ′ frame relative
to the I frame origin. The ship position vector

relative to the I ′ frame is expressed simply by
ρ′. The heading angle of the ship relative to the
I ′ frame is given by γ′.

I

x

y

I ′

x′y′

γ
γ′

γ̂
ρ

ρ′
ρ̂

Figure 2.3: Illustration of the I ′ Coordinate Frame

Note that if the ship were to only perform
a constant drift (moving in a constant current
for example), then γ′ and ρ′ would be zero. As
the ship begins to do some short-period oscil-
latory motions due to interactions with waves
and wind, then we would have non-zero γ′ and
ρ′ states. The I ′ frame can be visualized as a
nominal reference frame about which the ship
is currently yawing, surging and swaying.

2.2.2 Transformation Algorithm

Next we outline the algorithm which will
translate the inertial (x, y, γ) into the I ′ frame
(x′, y′, ψ′) states. Note that (x, y) are the local
inerital North-West coordinates, while (x′, y′)
are the ship relative surge and sway coordinates.
The first step is to filter and process the heading
angle. Let F () be some generic filter function
that will remove any low frequency motions (i.e.
a type of high-pass or band-pass filter). The
exact digital filtering algorithm is discussed in
more detail later on. The heading angle of the
ship relative to the I ′ frame is then computed
using

γ‘ = F (γ) (2.1)

The filtered ship yaw angle is then computed
simply using

ψ′ = −γ′ (2.2)
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The I ′ heading angle γ̂ relative to the I frame
is now computed using

γ̂ = γ − γ′ (2.3)

Let Iρ be the ship position vector with the vec-
tor components taken in the I frame. The ro-
tation matrix [I ′I], which maps vector compo-
nents in the I frame to vector components in
the I ′ frame, is given by

[I ′I] =

cos γ̂ − sin γ̂ 0
sin γ̂ cos γ̂ 0

0 0 1

 (2.4)

The position vector Iρ is then rotated into I ′
vector components using

I′ρ = [I ′I] Iρ (2.5)

The filtered I ′ ship motion ρ′ is then obtained
by applying the filter F () to this position vector.

I′ρ′ = (x′, y′, h′) = F
(
I′ρ
)

(2.6)

Note that the vertical height measurement
is also filtered in this process. The static
drift errors of the vertical measurement are
relatively large with a GPS aided system. By
filtering the vertical position measurement with
a highpass or bandpass filter, the oscillatory
heave motion h′ is extracted.

2.2.3 Numerical Filter Algorithm

A 2nd order digital bandpass filter F () is used
to remove the static and low frequency compo-
nents of the heading and inertial (x, y, z) ship
motion. Let xk be the current ship state mea-
surement, while xk−i is the ith previous mea-
surement. Similarly, let yk be the equivalent
filtered ship state at the current time step, while
yk−i are the ith previous filtered states. Let ωc

(in units of rad/s) be the center frequency of
the bandpass filter, BW (in units of rad/s) be
the allowable bandwidth, while ξ is the non-
dimensional damping factor. The digital sam-
pling period is h.

The recursive digital filter algorithm is

yk =
1
a0

[
yk−1(4(4− h2ω2

c )(4 + h2ω2
c

+ 2hBWξ))

+yk−2(2(−48 + 4h2BW 2 + 8h2ω2
c

− 3h4ω4
c ))

+yk−3(4(4− h2ω2
c )(4 + h2ω2

c

− 2hBWξ))

+yk−4(−4h2BW 2 − (4 + h2ω2
c )

2

+ 4BWh(4 + h2ω2
c )ξ)

+4h2BW 2(xk − 2xk−2 + xk−4)
]

(2.7)

where

a0 = 4h2BW 2 + (4 + h2ω2
c )

2

+ 4hBW (4 + h2ω2
c )ξ (2.8)

Note that this filter is applied to the heading
angle γ, as well as the I′ρ states. The algorithm
was derived using the trapezoidal rule to ex-
press the differential operator. The correspond-
ing Laplace domain filter transfer function is

Y (s)
X(s)

=

BW 2 s2

(s2 + ω2
c )2+2BWsξ(s2 + ω2

c ) +BW 2s2
(2.9)

The transfer function of this digital filter is il-
lustrated in Figure 2.4. Here a center frequency
ωc of 1/12 seconds was chosen (12 second nom-
inal ship period), a bandwidth BW of 0.1 Hz,
and damping coefficient ξ value of 0.707. Note
that with this critical damping coefficient, there
is a flat region around ωc in the magnitude plot
where effectively no amplification is applied to
the input signal. Higher and lower frequency
components of the input signal are filtered out.
The efficiency of the filtering depends on the
frequency spread between the center frequency
and the to be rejected frequency.

Note that the POSMV sensor system pro-
vides rather smooth sensor signals. Thus, it
would not be necessary to filter out the higher
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Figure 2.4: 2nd Order Bandpass Filter Bode Plots.

frequencies along with the static and low fre-
quency signal components. A lowpass filter
could also have removed the static and low fre-
quency signal components. However, a low pass
filter will always produce a non-zero phase lag
in the filtered states. At the drop-off frequency
(magnitude drops below -3dB) this phase error
is already 45 degrees! To keep this phase an-
gle error to a minimum, a bandpass filter was
chosen instead of the low pass filter. Think of
the bandpass filter as a smart combination of
a lowpass and highpass filter. The lowpass fil-
ter will always produce a lag, a highpass filter
a lead phase angle in the filtered signal. The
bandpass filter will act as a highpass filter for
low frequencies (lead) and lowpass filter for high
frequencies (lag). At the bandpass center fre-
quency ωc there is zero phase angle error as
shown in Figure 2.4(b). Since the ship will roll
at a known, relatively fixed frequency, we can
set the bandpass center frequency to be equal

to the dominant ship roll frequency. This allows
us to obtain a filtered ship motion signal whose
dominant motion component will have little or
no phase error.

If the ship frequency is different than ωc, than
either a lag or lead phase error will be present.
The higher order the filter is, the stronger this
center frequency sensitivity will be. A first or-
der filter will be able to asymptotically reject
any constant term of the input signal. Thus,
any ship motion biases will be completely re-
jected. However, a constant linear motion in
the input signal will result in a constant bias in
the filtered signal. The magnitude of this bias
is depended on the ship drift rate and the fil-
ter bandwidth parameter. To avoid such errors
during constant drifting, a second order band-
pass filter was chosen. The second order filter
can reject both constant and linearly drifting
signal components as illustrated in the follow-
ing numerical simulation.

0.2 0.4 0.6 0.8 1

-1
-0.5

0.5
1

1.5
2

2.5

M
ot

io
n

[m
]

Time [min]

1st Order Bandpass

2nd Order Bandpass

Sensed Motion

True Motion

Figure 2.5: Illustration of Bandpass Filtering the
Ship Motion Position Data.

The ship motion is simulated as a 1 meter si-
nusoidal motion with a 12 second period. The
sensed motion signal is corrupted with a con-
stant 0.5 meter bias, as well as a linear 0.25
meter per second drift. Figure 2.5 compared the
true and sensed ship motion to 1st and 2nd order
bandpass filtered data. The filters have a cen-
ter frequency ωc of 1/12 Hz, a bandwidth BW
of 0.1 Hz, and a damping coefficient ξ of 0.707.
Due to the linear drift of the sensed ship motion,
the 1st bandpass filtered data doesn’t asymptot-
ically converge to the true motion. Even with
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the relatively slow 0.25 m/s motion, the steady-
state bias is noticeable. In contrast, the 2nd or-
der bandpass filtered data is able to completely
reject this linear drift, as would be desired for
the PCS application. Note that the filter tran-
sients no longer visible after 30 seconds.

2.3 Estimating Ship Motion
Using IMU and Gyro
Data

Using a PCS concept which requires the
absolute six degree of freedom ship states
surge, sway, heave, yaw, pitch and roll is
rather expensive. The POSMS 320 sensor uses
an extensive Kalman filter to included GPS
signals to bound the ship position state errors.
Without the GPS measurements, integrating
noisy gyro and IMU data would quickly cause
the perceived motion to radically deviate from
the true ship motion. The rate-based PCS
concept investigates using only IMU and rate
gyro information to compute the ship motion
with respect to introduced drifting I. Note
that the ship motion doesn’t need to be known
with respect to the true inertial frame, only
with respect to the drifting frame. If the
resulting PCS performance is acceptable, then
the cost of the required ship motion sensor
would be dramatically lowered. Thus, in this
development the ship motion sensor is assumed
to provide gyro angular rate measurements,
IMU accelerometer measurements, as well as
direct pitch angle θ and roll angle φ mea-
surement. The only attitude coordinate not
directly measured will be the yaw angle ψ.

2.3.1 Ship Frame Angular Velocity
Vector

The rate gyro sensor measured the instanta-
neous angular velocity vector of the sensor or
ship frame S with respect to the inertial frame
I. Let the ship fixed frame S : {ŝ1, ŝ2, ŝ3} be
the frame of the rate gyro. This frame is nom-
inally aligned such that ŝ1 points towards the
bow, ŝ2 points towards port, and ŝ3 points up-

ward as illustrated in Figure 2.6. However, this
alignment is not mandatory with the PCS strat-
egy.

I

S
rS/I

ωS/I

ŝ1ŝ2

ŝ3

Figure 2.6: Illustration of Ship Translation and
Rotation With Respect to Inertial Frame.

The angular velocity vector

ωS/I = ω1ŝ1 + ω2ŝ2 + ω3ŝ3 (2.10)

is typically expressed in S frame components
as shown. The three vector components ωi are
the three angular rates that the gyro sensor will
provide. These body angular velocities can be
mapped into yaw rate ψ̇, pitch rate θ̇ and roll
rate φ̇ usingψ̇θ̇

φ̇

=

0 sφ
cθ

cφ
cθ

0 cφ −sφ
1 sφ tθ cφ tθ

ω1

ω2

ω3

 (2.11)

with cα = cosα, sα = sinα and tα = tanα.
We won’t need the pitch and roll rates in the
rate-based PCS solution. However, we will
require the yaw rate to be able to compute the
current yaw angle. The roll and pitch angles
are assumed to be directly available from the
ship motion sensor.

2.3.2 Inertial Ship Acceleration
Vector

The IMU measurement will provide the true
acceleration vector a that the ship motion sen-
sor is experiencing. Let rS/I be the inertial po-
sition vector of the ship motion sensor, and g
be the local gravitational vector, then the mea-
sured acceleration is expressed as

a = r̈S/I + g (2.12)
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Note that the Earth is treated as a non-rotating
object here. In Integrated-Navigation-System
(INS) problems the Earth’s rotation must be in-
cluded. However, for the PCS required ship mo-
tion information, the Earth rotation is treated
as a very low frequency perturbation which will
not contribute to payload pendulation. The
vector components of the measured acceleration
will be taken with respect to the ship frame S.

Sa = a1ŝ1 + a2ŝ2 + a3ŝ3 (2.13)

Because the PCS solution requires the inertial
ship motion rS/I in inertial frame components,
we solve for the inertial ship acceleration using

I r̈S/I = [IS] Sa− Ig (2.14)

where

Ig =

 0
0

9.81

 m/s (2.15)

The rotation matrix [IS] requires the ship yaw,
pitch and roll angles (ψ, θ, φ).

[IS] =

cθcψ sφsθcψ−cφsψ cφsθcψ+sφsψ
cθsψ sφsθsψ+cφcψ cφsθsψ−sφcψ
−sθ sφcθ cφcθ



The roll and pitch angles will be measured di-
rectly from the ship motion sensor, while the
yaw angle ψ will need to be computing from
the yaw rate expression in Eq. (2.11).

The required inertial ship motion sensor
velocity vector ṙS/I and position vector rS/I
are then found by integration this acceleration
expression. However, care must be taken
with this integration. Sensor biases and noise
will cause un-aided integration schemes to go
unstable. The next section will discuss how to
stabilize this process.

2.3.3 Filtered Inertia Prime Ship
Motion

The rate-based PCS concept will require both
the inertial ship motion sensor motion rS/I and

IMU 
Data

BP

Compute 
Inertial Acc.

Gyro 
Data

Compute 
yaw rate

1

s
BP

1

s
BP

1

s
BP

r̈S/I

ˆ̈rS/I

ˆ̇rS/I

r̂S/I

ψ

Roll and 
Pitch

ωS/I

(θ, φ)

ψ̇a

(θ, φ)

ˆ̇rS/I ψ̂

Figure 2.7: Flowchart Illustration How IMU and
Gyro Data is Integrate and Filtered.

velocity ṙS/I , as well as the sensor rotation
rate ωS/I and attitude (ψ, θ, φ) to determine
the inverse-velocity-kinematics. Using the IMU
and gyro data, this section will outline how
these states can be computed. In particular,
we don’t require the ship motion, velocity and
heading with respect to the absolute inertial
frame I. Instead, we will again take advantage
of the drifting I ′ which yields nominally zero
surge, sway, heave and yaw states. The pitch
and roll angles are assumed to be measured di-
rectly and are not filtered in this process. This
is important because the roll and pitch angle
determines the local gravity vector direction.
Further, the roll and pitch angles will not be
oscillating about zero. The crane ship will typ-
ically have a non-zero tilt depending on the sea
state and the loading of the vessel.

Figure 2.7 illustrates how the sensor mea-
surements will be integrated and filtered to ob-
tain the required ship motion states. The gyro
measurement vector ωS/I is used along with
Eq. (2.11) to compute the yaw rate ψ̇ of the
ship sensor frame. This rate is then integrated
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and filtered at the same time using a digital re-
cursion formula. The algorithm is explained in
detail later on. The filter is a first order band-
pass filter which will reject any static offsets, or
low-frequency components of the filtered yaw
angle ψ̂. The resulting yaw angle will have a
nominal value of zero. This makes this filtered
yaw angle ψ̂ equivalent to the previous yaw an-
gle ψ′ with respect to the I ′ frame. The filtered
yaw angle no longer provides the ship heading
with respect to north, but with respect to the
drifting I ′ frame. If the gyro measurement has
a bias error, then this will cause the unfiltered
integration to have an erroneous linear growth
term. The 1st order bandpass filter will reduce
this linear error growth to a constant offset.
The magnitude of this offset depends on the
gyro bias amplitude and the filter gain settings.
This offset should have a minimal impact on the
PCS performance since the method is insensi-
tive to have a static yaw offset.

With a yaw angle ψ̂ estimated, we are now
able to map the IMU measured acceleration
vector a and compute the inertial acceleration
vector r̈S/I . This vector is then filtered and
integrated in a series of steps to obtain esti-
mated inertial velocity ˆ̇rS/I and estimated in-
ertial position r̂S/I . Each filtering step is a first
order bandpass filter which removes static off-
sets, as well as low and high frequency com-
ponents relative to the filter center frequency
(set to dominant ship roll frequency). The in-
tegrations and filtering steps are completed as
one. There is an optional bandpass filter step
shown in Figure 2.7 which would process di-
rectly the r̈S/I states. If active, then this step
will remove any bias from the acceleration mea-
surements. An acceleration bias will cause a
quadratic error drift in the position measure-
ment. The two integration steps with bandpass
filtering only yield a combined second order fil-
ter. Thus, these two filters will enable the ac-
celerometer bias to cause a constant offset in
the ship position measurement. However, ini-
tial studies of the PCS performance shows it
be reasonably insensitive to such biases. If the
dashed bandpass filter box is active, then this
additional filter step will remove the position

bias completely. However, the more filtering
steps are included, the more sensitive the PCS
performance will become to the bandpass filter
frequency not match precisely the ship motion
frequency. A separate rate-based performance
study will investigate this issue further.

Finally, please note that the estimated
ˆ̇rS/I and r̂S/I vectors are identical to the I ′
motion computed in the position-based PCS
strategy. The integrated and filtered ship
motion will have a nominally zero value, thus
representing surge, sway, heave and yaw motion
with respect to a slowly moving reference frame.

2.3.4 Digital Filter Algorithm and
Performance

To integrate the rate and acceleration mea-
surements, we assume that the sensor measure-
ments are available at constant time steps h.
This won’t be the case with the actual ship sen-
sor, where the sensor update frequency and the
control update frequency are different. To pro-
vide the integration and filtering routine with
state measurements at constant intervals, an es-
timation routine is implemented which extrap-
olates all measured states to the next control
time step. This estimator allows provides in-
creased PCS robustness to intermittent sensor
communication issues.

The Laplace domain transfer function of the
1st order bandpass filter is given by

Y (s)
X(s)

=
sBW

s2 +BWs+ ω2
c

(2.16)

where X(s) is the filter input signal, and Y (s) is
the filtered state. If the state is being integrated
and filtered at the same time, then the transfer
function is given by

Y (s)
X(s)

=
sBW

s2 +BWs+ ω2
c

1
s

(2.17)

The bode plots of the 1st order bandpass fil-
ter are shown in Figure 2.8. Here the center
frequency ωc is set to 1/12 Hz, and the band-
width parameter BW is set to 0.1 Hz. Note
that the first order bandpass filter is not as ef-
fective in rejecting lower and higher frequency
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components as the second order bandpass filter
in Figure 2.4. However, the phase angle intro-
duced with the filter is less sensitive to differ-
ences between the ship motion frequency and
the filter center frequency.
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Figure 2.8: 1st Order Bandpass Filter Bode Plots.

Using the trapezoidal rule to digitally ap-
proximate the differential operator s, we find
the following recursive formula to bandpass fil-
ter a signal: The recursive digital filter algo-
rithm is

yk =
1

4 + 2BWh+ h2ω2
c

[
yk−1(8− 2h2ω2

c )

+yk−2(−4 + 2BWh− h2ω2
c )

+2hBW (xk − xk−2)
] (2.18)

The recursive formula for the integration and

bandpass process is:

yk =
1

4 + 2BWh+ h2ω2
c

[
yk−1(8− 2h2ω2

c )

+yk−2(−4 + 2BWh− h2ω2
c )

+h2BW (xk + 2xk−1 + xk−2)
] (2.19)

In Figure 2.7, Eq. (2.18) is used in the block la-
beled BP, while Eq. (2.19) is used in the blocks
labeled both with BP and the integration ex-
pression 1/s.

To illustrate the performance of these digi-
tal filters, the following simulation is conducted.
The true ship motion has a 1 meter amplitude
with a 12 second period. The sensed ship accel-
eration is biased with 0.02 m/s2. This is larger
than typical IMU acceleration biases, but helps
illustrate how the different integration and fil-
tering options differ in performance. Figure 2.9
illustrates the resulting estimated velocity and
positions.

The blue line shows the results if the bi-
ased acceleration measurements are integrated
directly without applying any filtering. As
expected, the velocity shows a linear error
growth, while the estimated position errors
grow quadratically. The purple line shows the
estimated results if the velocity and position
integration steps are performed simultaneously
with a bandpass filter pass. The original accel-
eration measurements are used unfiltered here.
As predicted, the estimated velocity and posi-
tion states have a small bias. The amplitude of
this bias will depend on the acceleration bias,
as well as on the filter gains used. The filter
gains are set to the same value as in the cur-
rent PCS implementation. If the IMU accel-
eration bias is set to a smaller value than the
0.02 m/s2 used in this simulation, than the es-
timated velocity and position biases would be
difficult to see in this performance illustration.
Finally, the green line shows the results if the
acceleration measurement is filtered first using
a bandpass filter, and then integrated and fil-
tered as in the previous case. Here the origi-
nal sensor bias does not cause any steady-state
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Figure 2.9: Illustration of Integrating Biased Ac-
celeration Measurements to find Velocity and Posi-
tion Estimates.

biases in estimated velocity and position mea-
surements. However, the initial transients in
the estimated states take longer to converge.
It would be preferable to use the integration
and filtering solution which does not include the
additional bandpass filter on the acceleration
measurement. However, if it is found that the
resulting biases cause performance issues, than
this filter addition is a possible solution to be
investigated.

2.4 Self-Tuning ωc Algorithm

To make the bandpass filter function less sen-
sitive to the center frequency ωc, a self-tuning
algorithm is used. Doing so we are able to make
use of some of the characteristics of the typical
ship motion of ship motion sensor signal.

1. The dominant ship motion is a near-
sinusoidal signal. The frequency spread of

the ship motion is centered around a nar-
row peak.

2. The frequencies don’t change very fast.
There might be small variations to the roll
and other ship motion periods as the ship
reacts to changing wind, current, wave or
cargo loading conditions. However, this
change will be rather slow and subtle.

3. Due to the narrow frequency band exhib-
ited by the ship motion, we have a lower pe-
riod Pmin and upper period Pmax between
which the dominant ship periods must lie.
These two values provide lower and upper
constraints on the actual ship roll period
estimator.

The algorithm will estimate the ship roll pe-
riod, because this is assumed to be the dom-
inant ship motion mode. Figure 2.10 shows
the flow chart of the self-tuning ωc algorithm.
While this algorithm directly estimates the cur-
rent motion period P , note that ωc = 2π/P .
The general idea of the algorithm is to watch
for the rate state ẏ to have three zero crossings
and measure the time between the first and the
third crossing. This time interval is the desired
ship motion period. This simple concept is ex-
panded to make the algorithm more robust to
transient non-sinusoidal behavior and measure-
ment noise.

The algorithm assumes that a lower period
limit Pmin and upper period limit Pmax are avail-
able. The parameter h is the digital filter sam-
pling time. The integer parameter DT contains
the number of digital filter time steps that may
occur before the upper waiting period limit
of Pmax has passed. If no complete sin wave
has been detected after Pmax seconds, then the
search is reset. This avoids being stuck in an
unsuccessful, partial search.

The algorithm could have tracked two zero
crossings instead of three. However, using three
crossings is more robust. Assume that the sinu-
soidal motion has a small off-set to the nominal
zero rate value as illustrated in Figure 2.11. By
tracking only two zero crossings the ship mo-
tion period estimates could be both too large
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Figure 2.11: Illustration of Estimating the Ship
Period if the Rate Measurement have a Bias.

or too small. This is the case even without any
noise or other measurement errors. By track-
ing three crossings and differencing the third
and first crossing, we are able to extract the
true motion period even with this static offset
present in the ship motion.

Instead of tracking the roll rate φ̇ zero cross-
ings, the algorithm could also have tracked the
integrated and filtered roll state φ zero cross-
ings. However, because the rates are measured
directly with the rate gyro sensor, this is more
direct approach. Using the acceleration state
zero crossing was avoided to due the noise issues
when performing a numerical differentiation.

The three integer parameters c, c2 and stage
control the general flow of the period estima-
tion algorithm. The integer c counts the h
time steps since the current period search was
started. The integer c2 counts the steps since
the last zero crossing was detected. This param-
eter is used to avoid having sensor noise cause
two erroneous zero crossings. The parameter
stage keeps track of how many zero crossings
have been encountered during the current pe-
riod search. Each time a rate zero crossing is
detected, the stage counter is incremented by
one.

During the algorithm initialization, the pa-
rameter stage is set to zero because no zero
crossings have been encountered. The filter step
counter c is set equal to −DT. This allows the
period search routine twice the normal time to
search for three zero crossings during the first

search only. If the ship motion has just passed
through a zero crossing before the initialization,
having c = −DT during the initialization still al-
lows us to capture the next three zero crossings.
The parameter c2 is initialized to the value 1.
Any positive value of c2 allows the algorithm
to detect a zero crossing.

After each digital filter time step h, the coun-
ters c and c2 are incremented by 1. If c2 is pos-
itive and a zero crossing has been detected in
φ̇, then the zero crossing counter stage is incre-
mented by one. The time of this zero crossing
is recorded relative to when the current period
search was initiated. Further, the parameter c2
is reset to −Pmin/(2h). This causes the algo-
rithm to wait for Pmin/2 seconds before it ac-
cepts another zero crossing. Since Pmin is the
minimum ship motion period that is expected,
Pmin/2 is the minimum time that may pass be-
tween the zero crossing of a pure sinusoidal mo-
tion of this period. The concern here is that
if a noisy rate signal is used in this algorithm,
then the noise could cause for some erroneous
zero crossings. With the c2 counter, the algo-
rithm waits for a small time before it starts to
consider zero crossings again.

If three zero crossings have been detected,
then the estimated ship motion period ~P is com-
puted as the time difference between the third
and first zero crossing. The time values t(i)
and the counter c are reset to zero. By reset-
ting the stage parameter to 1, and not zero,
we are telling the algorithm to use the last zero
crossing as the first zero crossing for the new
period search.

The current ship motion period P is then up-
dated in the algorithm. Instead of applying the
entire difference between the current estimated
and stored ship motion period, only a fraction
α is used here with 0 < α < 1. This update
equation is a standard technique used in gra-
dient search algorithms. Adding the parameter
α enhances the robustness of the algorithm to
noise and other errors. The smaller α is, the
longer it will take the algorithm to converge to
a true, constant ship motion period. The bene-
fit here is that any noise induced erroneous pe-
riod estimates ~P will have a smaller effect on
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the stored ship motion period P. On the other
side, a larger value of α allows the algorithm
to converge to a true ship motion period faster
at the expense of decreased robustness to noise
and measurement errors. A tradeoff study is
performed to see what values of α are suitable
for the chosen ship motion sensor and the asso-
ciated sensor noise levels.

If the stored ship motion period P lies outside
of the range [Pmin, Pmax], then P is clipped to the
closest period limit. This increases the robust-
ness of the estimation algorithm by projecting
any estimated period values to values within a
pre-determined range of period values.

The last step of the self-tuning ωc algorithm
makes sure that not too much time has passed
since the current zero crossing search was ini-
tiated. If more than Pmax time has passed,
then the search counter c is reset to −DT. The
counter c2 is set to 1. This avoids any waiting
time before zero crossings are registered. The
parameter stage is set to zero. This means that
any last zero crossing measurement is discarded
and the search algorithm starts out a fresh new
search for three zero crossings.

The attitude roll, pitch and yaw rates are
measured directly with the rate gyro instru-
ments. Thus, these rate measurements could
be used directly in this estimation technique.
However, to estimate the surge, sway and heave
translational periods, the IMU accelerometer
information would have to be filtered and in-
tegrated. This would reduce the measurement
noise and bias effects. If the IMU noise is
small enough, then the accelerometer informa-
tion could be used directly.

The presented self-tuning bandpass ship mo-
tion sensor filter can have the period estima-
tion routine implemented for each state that
is being filtered. However, this is excessive for
the present ship motion measurement problem.
The ship degrees of freedom steady-state sinu-
soidal periods do not differ that much from an-
other. In particular, being anchored at sea, the
translational motion is rather small. Thus, it
is easier to estimate either the dominant roll or
pitch motion. The code is setup to be able to
estimate either.
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Figure 2.12: Illustration of Ship Period Estimation
Routine.

The performance of the ship period estima-
tion routine is illustrated in Figure 2.12. The
true roll motion is set to have a period of 10 sec-
onds, while the initial roll period estimate is set
to 12 seconds. The update parameter α is set
to 0.25. The period estimation error has been
reduced to a fraction after only a 1 minute pe-
riod. Due to the slow motion of the ship (about
10 second period), the period updates only oc-
cur about every 10 seconds. Gradually the es-
timate ship period converges to the true value.
To make this convergence process more aggres-
sive, the α value could be increased. However,
the ship period should not change often (sev-
eral times over a time span of minutes). The
more conservative α value of 0.25 assures that
any sensor noise induced erroneous readings will
have a minimal impact on the integration and
filtering process.



Chapter 3

Control Solution

3.1 Existing Position Based
Solution

The existing position-based PCS solution,
developed by Sandia National Laboratories
and found in Reference 1, is is outlined in this
section. The two rate-based PCS solutions will
make use of this position-based solution to find
a stabilizing control.

3.1.1 Coordinate Frames

To describe the position-based PCS solution,
several coordinate frames must be introduced.
Let C : {ĉ1, ĉ2, ĉ3} be the crane frame illus-
trated in Figure 3.1. The first ĉ1 axis indicates
the zero slew direction. If the boom is aligned
with ĉ2, then the boom has rotated a slew an-
gle α of +90o. The ĉ3 unit direction vector is
aligned with the slew rotation axis of the crane.

The origin of the C frame is on the crane slew
axis, even with the boom hinge point as shown
in Figure 3.1(b). Note that the crane frame is
drawn with ĉ1 pointing towards the bow, and b̂3

being vertical compared to the ship. However,
this precise alignment is not required by the al-
gorithm. Through careful survey measurements
the relative orientation of the crane frame with
respect to the ship sensor frame S has been de-
termined.

The boom length is expressed through the pa-
rameter Lb, while the hoist length Lh is defined
as the distance from the boom tip to the pay-
load. As noted earlier, the boom luffing hinge
point is not at the crane frame C origin. The
hinge point is in the local-horizontal (ĉ1, b̂2)

Bow

Stern

Payload
ĉ1

ĉ2

ĉ3

α

(a) Top View of Crane Frame C

BowStern

ĉ1

ĉ3

a

Lh

Lb

β

Slew Axis

(b) Side View of Crane Frame C

Figure 3.1: Crane Frame Illustration.

plane, but removed a distance a > 0 behind
the slew axis.
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Figure 3.2: Illustration of Inertial, Ship and Crane Coordinate Frames.

Two additional coordinate frames used are
the inertial frame I and the ship sensor frame
S. The inertial frame I used here could be a
true inertial frame, or the slowly drifting frame
I ′ introduced earlier. We wont’ make any dis-
tinction in the following development. It is
assumed that a ship motion sensor is measur-
ing the translation and rotation motion of the
ship (modeled as a rigid body) with respect
to this inertial frame. The ship sensor frame
S : {ŝ1, ŝ2, ŝ3} is assumed to be mounted on
a fixed location with respect to the rigid vessel
as shown in Figure 3.2. Note that ŝ does not
have to be pointing perfectly to the bow, nor
does ŝ3 have to be perfectly aligned with a ship
normal vector. Instead, through careful survey-
ing measurements, it is assumed that the rela-
tive position and orientation of the crane frame
with respect to this ship sensor frame have been
determined. Because the true ship sensor roll
and pitch angle are measured, and used with-
out being processed by a bandpass filter, it is
still possible to determine the local gravity di-
rection with respect to the ship frame.

To find the position-based inverse kinematics
solution, we are given a desired (nominal) in-
ertial payload position r̃p/I and would like to
determine the require crane slew α, luff β and
hoist Lh states that would ideally place the pay-
load at this location given the current ship posi-

tion and orientation. To illustrate this answer,
we express the inertia payload position vector
as

rp/I = rS/I + rC/S + rb/C + rp/b (3.1)

Note that these position descriptions are sim-
ply vectors and no coordinate frame compo-
nent choice has been made yet. The ship sensor
position vector is assumed to be given in iner-
tial frame I components. The coordinate frame
with respect to which the vector components
are taken is illustrated through a left super-
script. The ship sensor 3 × 1 position vector
is then written as IrS/I .2 The position vec-
tor of the crane frame relative to the ship sen-
sor frame will be expressed in S components
through SrC/S . The position vector of the boom
tip with respect to the crane frame is expressed
using C frame components as

Crb/C =

C(Lb cosβ − a) cosα
(Lb cosβ − a) sinα

Lb sinβ

 (3.2)

The position vector of the payload relative to
the boom tip is simply expressed using I com-
ponents as

Irp/b =

I 0
0

−Lh

 (3.3)
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because the inertial ı̂3 is chosen such that it
aligns with the local gravity force direction.
The relative orientations of the inertial I, ship
sensor S and crane C coordinate frames will
be expressed through 3 × 3 rotation matrices.2

For example, let the rotation matrix [IS] map
a vector with S frame components into a vec-
tor with inertial frame components. Similarly
[SC] is defined as mapping crane frame vector
components into ship frame components. Using
the ship yaw, pitch and roll angles, we will be
able to compute the [IS] rotation matrix. The
constant rotation matrix [SC] is found through
the calibration angles determined from survey-
ing the crane frame position relative to the ship
sensor frame. Finally, [IC] is found using ma-
trix product

[IC] = [IS][SC] (3.4)

To get the inverse transformation of a rotation
matrix, we simple transpose the matrix (thus
[CI] = [IC]−1 = [IC]T ).

3.1.2 Position-Based Inverse
Kinematics Solution

With the previous coordinate frames defined,
we are now able to express the position-based
inverse kinematics solution. Eq. (3.1) is rewrit-
ten using specific coordinate frames as

Ir̃p/I = IrS/I + [IS] SrC/S

+ [IC] Crb/C + Irp/b (3.5)

The position vector r̃p/I is assumed to be the
desired (nominal) inertial payload position. As-
suming no payload swing is present, the payload
will hang straight down along the gravity di-
rection vector. For the position-based inverse
kinematics solution, we assume that the pay-
load is not swinging and determine the ideal
crane states to keep the payload at the desired
inertial position. Let us introduce the gravity
direction vector ĝ as

ĝ = −ı̂3 =

Cg1g2
g3

 = [CI]

I 0
0
−1

 (3.6)

where gi are the crane frame C vector compo-
nents of the unit vector ĝ. Using ĝ, we can
write the payload position vector with respect
to the boom tip as

Crp/b = Lh
Cĝ (3.7)

Eq. (3.5) can be rewritten in C frame compo-
nents as

[CI]
(Ir̃p/I − IrS/I − [IS] SrC/S

)
= Crb/C + Lh

Cĝ (3.8)

Let use introduce the vector ξ as

Cξ = [CI]
(Ir̃p/I − IrS/I − [IS] SrC/S

)
(3.9)

The inverse kinematic problem needs to solve
the vector equation

Cξ =

C(Lb cosβ − a) cosα+ Lhg1
(Lb cosβ − a) sinα+ Lhg2

Lb sinβ + Lhg3

 (3.10)

for the crane states α, β and Lh. This nonlinear
equation can be solved explicitly, but requires
a complicated solution of a quintic polynomial
function. The actual algorithm is not shown
here in this report.

To specify the desired inertial payload posi-
tion relative to the inertial I, the nominal ship
concept is introduced. The nominal ship frame
is at rest with zero translation and rotation rel-
ative to the inertial frame. Associated with the
nominal ship frame are nominal crane states.
Think of these as the average values of the true,
time-varying crane states. If the operator com-
mands a slew-left maneuver, then the nominal
slew angle is increased. This results in the pay-
load moving through inertial space as if the ship
was not translation and rotating. The nominal
payload position also assumes that no payload
swing is present. Given nominal slew α̃ and luff
β̃ states, the nominal boom tip position relative
to the crane frame C is expressed as

Cr̃b/C =

C

(
Lb cos β̃ − a

)
cos α̃(

Lb cos β̃ − a
)

sin α̃

Lb sin β̃

 (3.11)
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Using the nominal hoist length L̃h, the position
vector of the payload relative to the boom tip
is expressed as

Ir̃p/b =

I 0
0

−L̃h

 (3.12)

Thus, the nominal inertial payload position is
computed using

Ir̃p/I =
(Sr̃C/S + [SC] Cr̃b/C

)
+ Iδr + Ir̃p/b (3.13)

where δr are prescribed boom tip motions to
damping out any existing swing. The Cartesian
damping corrections are not covered in detail
in this report. Simply assume that δr is a
small position vector which will asymptotically
go to zero as the swing angles go to zero.
At first glance it might appear that we are
adding up vector components mixed across
the S and I frames. However, recall that the
nominal ship frame is assumed to have the
same attitude as the inertial frame. Thus,
for the nominal position calculations, we find
that [IS] is the identity matrix (no orientation
difference). Given the current nominal crane
states α̃, β̃ and L̃h, as well as the Cartesian
damping correction δr to the boom tip motion,
Eq. (3.13) is used to compute the nominal
payload position r̃p/I .

3.1.3 Control Flowchart

A general overview of the position-based PCS
concept is shown in Figure 3.3. The input sig-
nals are the user joystick signal, the crane joint
absolute and incremental encoder values, the
swing resolver values, as well as the POS/MV
ship motion measurements surge, sway, heave,
yaw, pitch and roll with respect to some inertial
frame I. The ship position states are processed
through an estimator algorithm which provides
states at equal control time steps. Next, the
current estimated ship states are filtered and
translated to slowly moving I ′ frame. These
ship position states are finally provided to the
position based PCS algorithm, which returns
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Figure 3.3: Illustration of General Position-Based
PCS Concept.

crane servo rates to the CC2000 digital control
system.

A flowchart of the existing position-based
PCS algorithm is shown in Figure 3.4. The
inputs to the PCS are shown in yellow boxed
and include the user joystick commands (com-
manded nominal crane motion), the crane joint
encoder information (both absolute and incre-
mental encoder readings), the swing sensor re-
solver information, as well as the ship motion
sensor (surge, sway, heave, yaw, pitch and roll
states).

Let us begin the flowchart discussion by fol-
lowing the joystick signal and monitoring how
they get processed. The user provides joy-
stick signal which determine how fast the crane
joint (slew, luff or hoist length) are to change.
These nominal crane joint speed commands are
clipped if the crane is too close to a joint limit.
Next, the joystick signal is processing by a self-
tuning input shaping algorithm.3 Here the in-
put signal is filtered to remove the frequency
content which is close to the payload pendula-
tion frequency. The resulting commanded crane
rates are then integrated over one control time
step to yield new nominal crane states. Recall
that the nominal crane is assumed to be on a
non-moving ship. The nominal ship and crane
states are used to compute the nominal, inertial
payload position.
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The nominal crane motion determines how
the boom tip will horizontally move through the
inertial space. Even with an input-shaped ve-
locity command, there will be some non-zero
payload deflection with respect to the gravity
vector. The nominal crane states are used to
compute how much nominal swing is expected
for the given maneuver. For example, if the
user commands the crane to move to the left,
then the payload will lab the boom tip motion
slightly to begin with. As the constant rota-
tion to the left is continued, the payload will
asymptotically move back to a zero swing an-
gle condition. These payload deflections are ex-
pected and required for input-shaped maneu-
vers to succeed. To avoid having the damper try
to cancel these required swing angles, the ac-
tual swing angles are differenced with the nom-
inal swing angles to compute the payload swing
error states. A Cartesian damping strategy is
used to compute a control solution to dampen
out any erroneous swing. By tracking the nom-
inally expected swing angles, we are able to de-
couple the input shaper from the swing damper

and provide a system that is more responsive
and better performing.

The Cartesian damper computes a required
boom tip correction vector δr which determines
how much the boom should move relative to
the nominal position to dampen out any swing.
The damper is setup such that the damping cor-
rections δr will go to zero as the swing angle
become zero. The damping correction of the
payload is added to the nominal, inertial pay-
load position to find the current ideal inertial
payload position. Using the current ship posi-
tion states, the position-based inverse kinemat-
ics problem is solved for the commanded crane
slew, luff and hoist states that would result in
the payload being in the desired inertial posi-
tion. The commanded crane states are passed
through a forward prediction filter which is ca-
pable of compensating for very small communi-
cation delays.

The next step is to turn these commanded
crane states into a crane state rate command.
By differencing the commanded crane states
with the result of the previous command time
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step, the commanded crane states are numeri-
cally differentiated. A low pass filter is used in
this step as well to avoid amplifying any noise
introduced in the commanded signal. This fil-
tered differentiation step will thus introduce a
phase lag into the commanded velocity signal.
The amplitude of this lag is controlled through
the filter gains. Next, the velocity steering law
compared the actual crane states with the com-
manded crane states. If this crane state error
is non-zero, then a proportional feedback law
is used to drive such tracking errors to zero.
In control language terms, an integral feedback
terms is imposed on the open-loop velocity com-
mand to avoid secular drift. This velocity steer-
ing term also has setup to handle servo satura-
tion situations smoothly.

The final step is to map the slew, luff and
hoist rates to actual slew gear, luff drum and
hoist drum speed commands. The final answer
is sent to the digital CC2000 crane control sys-
tem. It receives these commands and sends ap-
propriate command currents to the sub-servo
systems to track the provided speed command.

The performance of the shown position-
based PCS concept is determined through the
accuracy of the various sensors, as well as the
accuracy of the hydraulic crane servo sub-
systems. Note that the complete ship position
information is required to compute a solution.
Further, any noise introduced by the sensors
becomes amplified through the commanded
crane rate differentiation process. The low-pass
filter does help reduce the resulting noise level,
but an additional phase lag is introduced.
The PCS performance is sensitive to having
a large phase lag in the motion compensation
component of the control law. Because the
final commanded crane position is differenti-
ated (computed to compensate for both ship
motion, perform the user commanded motion,
as well as compensate for damping), the filter
parameters must be set very conservatively
to avoid harsh performance penalties. The
following rate-based PCS concepts will provide
equivalent control solutions assuming that
the sensor have no errors, and the numerical
differentiations are perfect. PCS performance

difference will only manifest themselves once
realistic sensor errors are introduced.

3.2 Rate-Based Control
Solution Using Only Ship
Motion Integration

In section 2.3 a method is outlined to inte-
grate the ship motion sensor accelerometer and
rate gyro data to obtain the ship motion with
respect to the slowly drifting I ′ frame. One
rate-based PCS concept is to use this integra-
tion and selective filtering process to obtain
estimates of the current ship motion position
states, and provide these to the same position-
based PCS algorithm. The integrated-filtered
ship states are equivalent to the I ′ states. This
concept is outlined in Figure 3.5
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Figure 3.5: Illustration of Rate-Based PCS Con-
cept using Ship Motion Integration.

No code change to the control algorithm
would be needed. The estimation step would
need to be expanded to estimate the three ac-
celerometer measurements, the three rate gyro
measurements, as well as the pitch and roll an-
gles. The ship motion filtering process is re-
placed with an entirely new algorithm which
will integrate and filter the ship motion mea-
surements to obtain first filtered velocities, and
finally filtered ship position states, as outlined
in section 2.3.
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As with any solution based on measuring the
ship acceleration and angular rates, this solu-
tion will be sensitive to the numerical integra-
tion issues of corrupted measurements. If the
measurement biases and noise levels are small
enough, then the resulting estimated ship mo-
tion should be sufficient to provide a robust
PCS solution.

Because this control solution using the exist-
ing position-based PCS algorithm outlined in
Figure 3.4, it still requires that the required
crane states are numerically differentiated to
obtain servo crane rates. Without careful fil-
tering in this differentiation process, any mea-
surement noise in the ship attitude, motion, or
swing angles will be amplified.

3.3 Rate-Based Control
Solution Using Velocity
Kinematics

The following rate-based PCS solution will
assume that the ship motion is sensed using
accelerometer and rate gyro information, as
well as true roll and pitch angles, and compute
the current ship motion rates. These rates
are then used to directly compute required
crane rates to compensate for the measured
ship motion using a velocity-based inverse
kinematics routine.

3.3.1 Velocity-Based Inverse
Kinematics

In section 3.1.1 the inertial coordinate frame
I, the ship sensor coordinate frame S, and the
crane coordinate frame C were introduced. In
section 3.1.2 the position-based inverse kine-
matics routine is outlined. This section will
use these previous results to derive the velocity-
based inverse kinematics routine.

The inertial payload position rp/I is found
using Eq. (3.1)

rp/I = rS/I + rC/S + rb/C + rp/b

The inertial payload velocity ṙp/I is then found
by taking the inertial derivative of this equa-

tion.

ṙp/I = ṙS/I + ṙC/S + ṙb/C + ṙp/b (3.14)

Let us use the following notation. The deriva-
tive

Sdx
dt is said to be the derivative of x as seen

by the S frame, where S could be a frame rotat-
ing with an inertial rate ωS/I . Because the rC/S
vector will be expressed using S frame compo-
nents, and rb/C will be expressed using C frame
components, the inertial payload velocity is ex-
pressed as:

ṙp/I = ṙS/I +
Sd
dt
(
rC/S

)
+ ωS/I × rC/S

+
Cd
dt
(
rb/C

)
+ ωS/I × rb/C + ṙp/b (3.15)

We make use of the fact here that ωS/I = ωC/I .
Note that the ship angular velocity vector can
be expressed as

ωS/I =

Sω1

ω2

ω3

 (3.16)

where (ω1, ω2, ω3) are the three rate measure-
ments of the ship gyro sensor. Further, note
that since rC/S is a constant vector as seen by
the ship sensor frame, we find that

Sd
dt
(
rC/S

)
= 0 (3.17)

The crane boom tip position vector rb/C is ex-
pressed in C frame components using the slew
angle α and luff angle β as (see Eq. (3.2)):

Crb/C =

C(Lb cosβ − a) cosα
(Lb cosβ − a) sinα

Lb sinβ


The derivative of this boom tip position vector
as seen by the C frame is

Cd
dt
(Crb/C

)
=

C− (Lbcβ − a) sαα̇− Lbsβcαβ̇
(Lbcβ − a) cαα̇− Lbsβsαβ̇

Lbcββ̇

 (3.18)
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where the short-hand cα = cosα and sα = sinα
is used.

The payload position vector rp/b relative to
the boom tip is expressed in inertial I vector
components in Eq. (3.7) as:

rp/b =

I 0
0

−Lh

 = Lhĝ

where ĝ = −î3 is the local gravity unit direction
vector. The inertial derivative of this vector is
expressed as

ṙp/b =

I 0
0

−L̇h

 = L̇hĝ (3.19)

The gravity vector is trivially expressed in the
inertial frame I. However, we need this vector
to be expressed in crane frame C vector compo-
nents. Using the rotation matrix [IC], we find
that

Cĝ =

Cg1g2
g3

 = [IC]T Iĝ = [IC]T

 0
0
−1


(3.20)

Substituting Eqs. (3.30) and (3.19) into
Eq. (3.14), we find

Nṙp/I − NṙS/I − [IS]
(
SωS/I × SrC/S

+ SωS/I × [SC]Crb/C

)
= [IC]

(Cd
dt
(Crb/C

)
+ [CN ]Nṙp/b

)
(3.21)

where we are now explicitly writing vector com-
ponents with respect to the I, S and C frame.
The 3 × 3 matrix [IC] is the rotation matrix
mapping crane frame vector components to in-
ertial frame components. The matrices [SC]
and [IS] are equivalent rotation matrices be-
tween the S, C and I frames. The left hand side
of this equation is known if we know the pre-
scribed inertial payload velocity Nṙp/I , the in-
ertial ship motion NṙS/I , the ship attitude ma-
trix [IS], the ship rotation rate SωS/I , as well

as the current boom tip position vector Crb/C .
The right hand side of this equation contains all
terms that depend on the in-question slew, luff
and hoist rates. Let us introduce the vector ξ
as

Cξ = [CI]

(
Nṙp/I−NṙS/I−[IS]

(
SωS/I×SrC/S

+ SωS/I × [SC]Crb/C

))
(3.22)

Then the payload velocity condition can be
written compactly as

Cξ =
Cd
dt
(Crb/C

)
+ L̇h

Cĝ (3.23)

This vector equation can be expressed in matrix
form as

Cξ =

−(Lb − a)cβsα −Lbsβcα g1
(Lb − a)cβcα −Lbsβsα g2

0 Lbcβ g3


︸ ︷︷ ︸

[A]

 α̇

β̇

L̇h


(3.24)

Given the sensor measurements and a nominal
inertial payload velocity, we can compute the ξ
vector. Using the above equation, the velocity-
based inverse kinematic solution requires that α̇

β̇

L̇h

 = [A]−1 Cξ (3.25)

Let the determinant ∆ of the [A] matrix be
given by

∆ = Lb(Lb cosβ − a)
(
g1 cosα cosβ

+ g2 sinα cosβ + g3 sinβ
)

(3.26)

The matrix inverse is then given by Eq. (3.27).
The velocity-based inverse kinematic solution

in Eq. (3.25) requires a nominal inertial pay-
load motion. Using the nominal crane concept
from the position-based inverse kinematic solu-
tion, we can compute a similar nominal iner-
tial payload velocity vector ˙̃rp/I . The nominal
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[A]−1 =
1
∆

−Lb(g2cβ + g3sαsβ) Lb(g1cβ + gzcαsβ) Lb(g1sα− g2cα)sβ
−(Lbcβ − a)g3cα −(Lbcβ − a)g3sα (Lbcβ − a)(g1cα+ g2sα)
Lb(Lbcβ − a)cαcβ Lb(Lbcβ − a)cβsα Lb(Lbcβ − a)sβ

 (3.27)

inertial payload position was computing using
Eq. (3.13)

r̃p/I =
(
r̃C/S + r̃b/C

)
+ δr + r̃p/b

where δr are the Cartesian damping corrections
to the inertial (x, y) motion of the payload to
damping out any payload swing. The nom-
inal boom tip vector r̃b/C is expressed using
the nominal slew angle α̃ and luff angle β̃ in
Eq. (3.11) using crane frame C vector compo-
nents as

Cr̃b/C =

C

(
Lb cos β̃ − a

)
cos α̃(

Lb cos β̃ − a
)

sin α̃

Lb sin β̃


The nominal payload position r̃p/b with respect
to the boom tip is expressed in Eq. (3.12) using
inertial frame I vector components as:

Ir̃p/b =

I 0
0

−L̃h


Taking the inertial derivative of r̃p/I , the nom-
inal inertial payload velocity vector is

˙̃rp/I =
(

˙̃rb/C

)
+ δṙ + ˙̃rp/b (3.28)

where the short-hand notation
Idx
dt ≡ ẋ is used.

Because the nominal ship is not rotating, we
find that the nominal ship sensor and nominal
crane frame are inertial frames as well. The
derivative of the boom tip position vector r̃b/C
is

C ˙̃rb/C =

C

(
Lb cos β̃ − a

)
cos α̃(

Lb cos β̃ − a
)

sin α̃

Lb sin β̃

 (3.29)

Nd
dt
(Crb/C

)
=

Cd
dt
(Crb/C

)
= Cṙb/C =

C

−
(
Lbcβ̃ − a

)
sα̃ ˙̃α− Lbsβ̃cα̃ ˙̃

β(
Lbcβ̃ − a

)
cα̃ ˙̃α− Lbsβ̃sα̃ ˙̃

β

Lbcβ̃
˙̃
β

 (3.30)

The inertia damping correction rates δṙ
must still be computed. The algorithm uses
the existing damping correction algorithm
which produces δr vectors, which are then
numerically differentiated to obtain the δṙ
damping correction rates. With this rate-based
PCS concept, the only sensor states that will
need to be differentiated are the swing sensor
states. However, the swing-resolver measure-
ments are fine-resolution digital measurements
with very little noise. The inertial swing states
are then passed through a bandpass filter to
remove any secular terms or biases. Thus, the
damping corrections which are computed using
these filtered swing angles are very clean, and
the numerical differentiation is not expected to
significantly amplify any noise.

3.3.2 Control Flowchart

The general flowchart of the rate-based PCS
strategy with velocity-based inverse kinematics
is shown in Figure 3.6. The ship motion is still
being sensed using accelerometer and rate gyro
sensors. The estimated I ′ ship motion is ob-
tained after careful integration and bandpass
filtering of the states. However, instead of only
using the ship position states, both the inertial
position and velocity ship states are passed on
to the new PCS control algorithm.

Figure 3.7 illustrates the new rate-based PCS
control algorithm. The flow chart is discussed
by tracking what happens to the user crane
joystick signals. As before, these signals are
translated into commanded nominal crane ve-



26 Rate-Based PCS Study H. Schaub

User 
Joystick

Input 
Shaping

Com. 
Crane Vel.

Nominal Inertial 
Payload Vel.

Nominal 
Swing Angle.

Actual Swing 
Angle.Resolver

Cartesian 
Damper

Ship 
Motion

Inverse Vel. 
Kinematics

Forward 
Predict

Velocity 
Steering

Compute 
Joint Rates

+

ċc
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Figure 3.6: Flow Chart of the Rate-Based PCS Solutions.

locities. However, instead of immediately inte-
grating this rates to obtain new nominal crane
states, the crane rates ċn are used directly to
compute the nominal inertial payload velocity
vector. The crane encoder input signals are
used to compute the actual crane states ca,
while the swing resolve input signal is used
to compute filtered, inertial swing angles, and
a corresponding damping correction term δṙ.
These states, along with the current ship po-
sition states s and rates ṡ, are then used to
determine the inverse velocity kinematics solu-
tion. The previous position-based inverse kine-
matic solution is computed as before. However,
the nominal crane states cn are now used in the
velocity steering law which will track the de-
sired crane rates ċd and bounds the difference

between the nominal crane states cn and the
actual crane states ca. Without this feedback
term on cn, only measuring ship rates, we would
have secular drift issues where the actual crane
states would deviate the desired states.
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Figure 3.7: Illustration of Rate-Based PCS Con-
cept using Velocity Kinematics.
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Chapter 4

Conclusions

Two control methodologies to drive the PCS
with only IMU (rate gyro and accelerometer)
information are presented. Both methods re-
quire filtered ship position states (surge, sway,
heave, yaw, pitch and roll). A digital algorithm
is presented to integrate and filter the ship mo-
tion sensor data and obtain the ship motion
with respect to a slowly drifting inertia frame
I ′. This frame drifts with the nominal ship mo-
tion, where yaw and translation are measured
relative to this frame. The integration is per-
formed synchronously with a bandpass filtering
process. The end result is equivalent to the I ′
frame ship motion that is currently computed
with the existing PCS installation. Differences
will be due to having different sensor error be-
haviors. Changes to the ship sensor communi-
cation routine will be required for all control
methods discussed in this report. The filter-
ing, integration, and estimation routines will all
need to be updated.

One velocity-based PCS strategy is use the
integrated and filtered ship motion sensor data,
and feed it directly to the existing position-
based PCS solution. With perfect sensor data,
and perfect ship motion filtering, the inte-
grated solution and the velocity based solution
are equivalent. This strategy has the benefit
that no change to the actual control algorithm
will need to be made. As such, this strat-
egy should also work with the deck-tracking al-
gorithm without changes to the control code.
However, the current position based PCS strat-
egy requires a numerical differentiation step of
the commanded crane states. The commanded
crane states are computed using information

from all sensor. Thus, any sensor noise in the
ship position states or the swing angles, or the
discretization issues of the crane encoder sig-
nals, become amplified by this differentiation
process. This is the reason that a lowpass filter
is combined with this differential operator to re-
duce the noise amplification, yet not introduce
too much phase lag.

The second strategy creates a new velocity-
based inverse kinematics control strategy. Here
the ship velocity is estimated, which is then
combined with the user operator joystick crane
speed command, to create directly the com-
manded crane speeds. Note that the com-
manded crane states are not numerically dif-
ferentiated in this process. The only differenti-
ation that occurs with this strategy is that of
the Cartesian damping corrections. However,
the swing angles are measured very accurately
with digital resolvers. These states are then fed
through a bandpass filter to compute the iner-
tial swing angles about the local gravity vector.
Thus, the swing states used in the control algo-
rithm are very smooth, and numerically differ-
entiating them should not be an issue. However,
this strategy will require an extensive rewrite
of the actual control algorithm. Only con-
trol crane rates, any errors in the implemented
speed commands will lead to an unstable solu-
tion. Thus, the previous position-based inverse
kinematics solution is computed at the same
time and used in the velocity-steering law to
bound the crane state errors.

Both velocity-based control methods have
been implemented into the CraneSim simula-
tion. Future work will model ship IMU sensors

29
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in more detail be including biases and noise lev-
els typical with ship motion sensors being con-
sidered.
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